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OUTLINE
Landau-Lifshitz-Gilbert phenomenology of magnetization 
dynamics in inhomogeneous metallic ferromagnets

 Spin-charge electronic hydrodynamics 

• fictitious electrodynamics

• Topological Hall Effect

• Voltages induced by geometric motive forces

Magnetic soliton dynamics

•domain-wall motion

•Vortex gyration in spin valve
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CURRENT-MAGNETIZATION DYNAMICS IN 
METALLIC FERROMAGNETS

H. Kohno et al., JPSJ, 75 (2006) 113706.
non-equilibrium magnetization and 
current

ṁ, j

Majority/minority electron density.n↑/↓

• Inhomogeneous magnetization

  constant spin density, 
below Curie temperature

M = γSm(r, t)

S =
�
2
(n↑ − n↓)

 local, dynamical orientation, goldstone modes

effective gyromagnetic ratioγ < 0

m

Figure of possible vector products in equations of 
motion of an adiabatic, near equilibrium theory
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In the semiclassical regime

 local, instantaneous band energies

The transition-metal ferromagnets have both strong
exchange splitting and strong hybridization. The exchange
splitting can stabilize a spin-polarized ferromagnetic state,
even in the presence of band formation, by generating a self-
consistent shift of the majority-electron-spin band states to
lower energy than the minority-electron-spin states, so as to
more than compensate for the kinetic-energy cost associated
with the formation of the polarization.

2.2. Models of ferromagnetic materials

The local spin density approximation (LSDA) [53–56]
accurately describes much of the important physics in these
systems. It treats the atomic-like exchange and correlation
effects in mean field theory and treats the hybridization
exactly. Without any fitting parameters it accurately
predicts [57] many of the properties of transition-metal
ferromagnets like the magnetic moment. In this approach,
the electron density and spin density are the fundamental
degrees of freedom and the wavefunctions are formal
constructs that allow calculation of the density. As such,
there is no formal justification for using the LSDA
wavefunctions as the physical wavefunctions. However,
the wavefunctions are a solution to an accurate mean field
theory (LSDA) and in practice they can serve as a good
approximation to the real wavefunctions in many cases.
Many calculations of spin transfer torques are based on
using the wavefunctions found from the LSDA; see in
particular the article from Haney, Duine, Núñez, and
MacDonald (this issue) for examples.

There are two simplified models of ferromagnetism that
are sometimes used to give descriptions of the physics of
spin transfer torques and for calculations. The first is the
free-electron Stoner model. This assumes that the electron
bands for spin-up and spin-down electrons have a relative
shift in energy due to an exchange interaction but otherwise

they both have a free-electron dispersion, !ðkÞ ¼ _2k2=
ð2mÞ þ szD=2. Here sz is the Pauli spin matrix and D is the
exchange splitting. The second simplified model is the s–d
model. It was originally introduced [58] to describe local
moment impurities in a non-magnetic host. The ‘‘s’’
electrons describe the delocalized conduction band states
of the host and the ‘‘d’’ electrons describe the localized
magnetic states, which are weakly coupled to the s
electrons. Frequently, each d electron shell is treated as a
local moment S, which interacts with the conduction-
electron spin density s through a weak local interaction
%JS & s. Neither the Stoner model nor the s–d model are
well-justified approximations for describing the transition-
metal ferromagnets. See Fig. 4 for a comparison of the
band structures of these two models with a more realistic
band structure for Co computed using the LSDA. The
simplified models can be very useful for illustrating
physical concepts, and sometimes for estimates, but they
are far from realistic. The band structure in transition-
metal ferromagnets is considerably more complicated than
that of a single free-electron band as assumed in the Stoner
model. As for comparisons to the s–d model, in real
materials the hybridization within the d bands and of the d
bands with the s bands are quite strong, and so the d
electrons cannot be considered localized. On the other
hand, the s–d model is one of several models that have been
used to describe ferromagnetic semiconductors, like those
discussed in the article by Ohno and Dietl (this issue).
In these systems, the Mn substitutions are believed to act
very much like local moments.
The origins of spin-polarized currents in magnetic

devices and the GMR effect can be understood as
consequences of the difference in band structures for the
majority-spin and minority-spin states in magnets, as
predicted by LSDA calculations and illustrated in a over-
simplified way by the exchange splitting in the free-electron
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Fig. 4. Model band structures for ferromagnets. The solid red (dashed blue) curves give the majority (minority) bands along two high symmetry directions
through the Brillouin zone center, G. Panel (a) gives bands calculated in the LSDA for face-centered cubic (fcc) Co. The dotted black curve shows what the
energy of the s–p band would be if it were not hybridized with the d bands. The bars to the right of (a) show the width of the d bands and the shift between
the majority and minority bands. The dashed arrows in (a) indicated the widths of avoided level-crossings due to the hybridization between the s–p and d
bands of the same symmetry along the chosen direction. Panel (b) gives a schematic version of a Stoner model for a ferromagnet. The exchange splitting is
larger than in (a) in order to produce a reasonable size moment. The majority and minority Fermi surfaces are more similar to each other than they are for
the LSDA model. Panel (c) gives a schematic s–d model band structure. The current-carrying s–p bands have a very small splitting due to the weak
exchange interaction with the localized d-states. The majority and minority Fermi surfaces are almost identical.
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∆xc ∼ eV

	

 D. Ralph and M. Stiles.  JMMM, 320 (2008)1190 .

Dynamical Stoner Model 

m

ferromagnetic coherence length

additional dynamical parameter 
specifying spin orientation fermi 

surfaces

ξ, ω

lc ≡
�vF

∆
≈ Å

ω ∼ microwave

ξ � λF , �ω � �F

fermi wavelength /energyλF , �F

length scale, frequency of 
magnetic texture 
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LANDAU-LIFSHITZ-GILBERT EQUATION

S(ṁ + αm× ṁ) + m×H = 0

• Precession in Effective field H ≡ δV
δm

•Thermal fluctuations may be included in a stochastic (langevin) field.

H→ H + h

•        dependent free energym
	

 D. Ralph and M. Stiles.  JMMM, 320 (2008)1190 .

approximations are extensions of Valet–Fert theory [61],
which is widely used to describe GMR for collinear
magnetizations.

In all of these approaches, the transport across the
interfaces is described in terms of spin-dependent transmis-
sion and reflection amplitudes. For electron spins that are
collinear with the magnetization, these processes are
incorporated into the transport calculations as boundary
conditions between the solutions of the transport equations
in each layer, and the results are spin-dependent interface
resistances [135] (or conductances). For spins that are not
collinear, transmission and reflection give rise both to
boundary conditions on the transport calculations and also
give the spin transfer torque. In the drift-diffusion
approach, the non-collinear boundary conditions are that
the transverse spin current is proportional to the transverse
spin accumulation

QNM
? ! n̂ ¼ wmNM

? , (23)

where n̂ is the interface normal, w is a characteristic
velocity, mNM

? is the transverse spin accumulation, and the
NM superscript indicates that the transverse spin density
and spin current are evaluated in the non-magnet as they
are both zero in the ferromagnet. This boundary condition
has a straightforward interpretation. Since the interface
acts as an absorber of any transverse spin component that
scatters from it, there is no out-going spin current to cancel
the incoming spin current, so there must be a net
accumulation of transverse spins in the non-magnet near
the interface. Since the incident transverse spin current is
equal to the spin transfer torque it is also the case that the
transverse spin accumulation is proportional to the spin
transfer torque. The relation leads some authors to discuss
separate spin current and spin accumulation mechanisms
for the spin transfer torque. However, from this discussion,
we see that the two are intimately related, and the spin
transfer torque can be fully accounted for in terms of the
spin current; there is not an extra separate contribution
from spin accumulation.

For the case of a symmetric two-magnetic-layer device
with a metal spacer, Slonczewski [136] calculated the spin
transfer torque using a simplified Boltzmann equation
grafted with circuit theory. He found that the torque on the
free-layer magnetization M due to the misalignment with
fixed layer magnetizationMfixed can be described by adding
to the Landau–Lifshitz–Gilbert equation (Eq. (3)) a term
of the form

_Mst ¼ ZðyÞ
mBI
eV

M̂% ðM̂% M̂fixedÞ, (24)

where I is the current, V is the free-layer volume on which
the spin torque acts, ZðyÞ ¼ q=ðAþ B cos yÞ, M̂ and M̂fixed

are unit vectors in the directions of M and Mfixed (not
operators), and cos y ¼ M̂ ! M̂fixed. All of the details of the
layer structure are buried in the constants q, A, and B. Very
similar results have also been found by a variety of other
theoretical approaches. Below, we will sometimes refer

loosely to _Mst as a ‘‘torque’’, even though strictly speaking
its units are ðmagnetic momentÞ=ðvolume ! timeÞ rather than
(angular momentum)/time.
We note that the direction of _Mst indicated by Eq. (24) is

exactly what is expected from the simple picture of
Eq. (14), based on the approximately complete absorption
of the transverse spin current by the magnetic free layer.
When the current has the sign that electrons flow from the
fixed layer to the free layer in a multilayer like Co/Cu/Co,
the electron spin moment incident on the free layer is in the
same direction as Mfixed and the double cross product in
Eq. (24) represents just the transverse component. When
the current is reversed, it is the electrons reflected from the
fixed layer that apply a torque to the free layer; their
moments are on average oriented antiparallel to Mfixed on
account of the reflection, and therefore the transverse
component of spin current incident on the free layer
changes sign. Subsequent calculations [137,138] have
generalized Eq. (24) for asymmetric structures. Ref. [139]
compares these simple forms to full calculations using the
Boltzmann equation and shows that they agree for typical
layer thicknesses but break down in some limits. That
paper also shows where a drift-diffusion approximation
fails to reproduce the results of the Boltzmann equation
calculations.

4.3. Spin-transfer-driven magnetic dynamics

The qualitative types of magnetic dynamics that can be
excited by _Mst with the form given by Eq. (24) can be
understood using the diagrams shown in Figs. 7 and 8. We
first consider the simplest possible geometry, in which the
free-layer magnetization M is assumed to move as one
macrospin and the magnetic-field direction and the fixed
layer moment Mfixed both point along ẑ. We also assume,
initially, that there is no magnetic anisotropy. We will
consider the problem in terms of a linear stability analysis,
to see, when the free-layer moment is initially perturbed
slightly from the field direction, whether it returns to rest or
whether a current can destabilize it to generate large-angle
dynamics. This analysis can be achieved using the Land-
au–Lifshitz–Gilbert equation of motion (Eq. (3)). In the
absence of any spin transfer torque or damping, if the free-
layer moment M is instantaneously tilted away from ẑ then
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H, M fixed

Spin Transfer
Torque

Damping

Precession

(direction depends
  on the sign of I)

M

Fig. 7. Directions of damping and spin-torque vectors for a simple model
discussed in the text.
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exchange energy anisotropic 
potential external magnetic field

 in the usual magnetostatics

V[m] =
�

d3x
A

2
(∂im)2 + Uani(m)−Mhext · m
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DYNAMICS OF ITINERANT ELECTRONS
• Mean field action Sm(r, t) =

�
2
�ψ̂†σ̂ψ̂�

Go to local spin frame

Parametrized by Euler angles

Matrix gauge fields appear in 
covariant derivative 

U = e−iϕσz/2e−iθσy/2e−iγσz/2

Aa
µ(r, t)σ̂a ≡ i�Û†∂µÛ ∂µ = (∂t,∇)

I[m] =
�

dtd3rψ̂†
�
i�∂t +

�2

2me
∇2 +

∆xc

2
m · σ̂

�
ψ̂

x

y

z
z�

θ

ϕ

γ

Û†(σ̂ · m)Û = σ̂z ψ̂ = Û ψ̂�

m = (sin θ cos ϕ, sin θ sin ϕ, cos θ)

m
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ADIABATIC LIMIT

Retain longitudinal gauge fields

ω � ∆; ξ � �vF

∆

ρ̂ = ψ̂†ψ̂

I[m] =
�

dt

�
d3rψ̂�†

�
(i�∂t + â)− (−i�∇− â)2

2me
+

∆
2

σ̂z

�
ψ̂�

−
�

dtF [m] F [m] =
�2

4me

�
d3rρ̂(∂im)2

length which is the average distance an electron can travel
before it encounters a scattering event that flips its spin into
a state where it is parallel to the local magnetization. In
ferromagnets, the momentum scattering rate of polarized
electrons is a linear function of the cosine of the angular
deviation between the electron spin and the scattering center
local magnetic moment, cos(�s).4 The mfp can be expressed
as

���
�̄

1�p2�2pcos��s�

with �̄ the average mfp and p the spin-dependent scattering
ratio. Any angular deviation between conduction electrons
spins and local magnetization should give rise to an extra
resistivity given by

�Rw

Rw
�

2p
�1�p �2

�1��cos��� per domain wall.

In total, the magnetoresistance of the sample can be ex-
pressed as a function of the magnetic domain size ds and the
wall width �w as

�R
R �

2p
�1�p �2

�1��cos���
�w
ds
.

We propose to apply this result to the problem of domain-
wall crossing by conduction electrons where the average
angle between electrons spins and local moment can be es-
timated.
Cabrera and Falicov8 studied the extra resistivity induced

by domain-wall crossing by calculating the transmission and
reflection coefficients of electrons tunneling through walls in
two limiting cases: small band splitting with 180° wall of
arbitrary width, and large band splitting with 180° narrow
wall. However, for strong ferromagnets like Co and Ni, the
splitting cannot be considered small, and the second ap-
proach is valid only in the ‘‘sudden’’ approximation in which
the effective domain-wall magnetization rotation frequency:
wwall��Fermi/2dw is much larger than the Larmor precession
frequency of the carrier spin: v Larmor�Eexchange /h . As seen
from considerations of the Jitterburg spin-mixing
mechanism12 in superparamagnetic particles, the Larmor pre-
cession translated into spatial frequency has a wavelength
comparable to the diameter of the superparamagnetic par-
ticles �about 30 Å� and hence is less than a typical domain-
wall width. Thus, the electron spin traverse of a domain wall
is an intermediate case between the ‘‘sudden’’ and the ‘‘adia-
batic rapid passage’’ approximations of magnetic resonance.
The electron spin attempts to follow the changing local mag-
netization direction as it traverses the wall, but because the
pseudo-Larmor frequency is not sufficiently high to make the
process perfectly adiabatic, the spin deviates from the mag-
netization vector in passing. Figure 3 shows graphically the
results of a numerical simulation of the domain-wall process
in which the average cosine of the deviation can be estimated
considering that the electron spin catches back onto the local
spin after one turn at the Larmor frequency.
The average cosine of the angle between electron spin and

local moment in the wall is the projection of the cone of
angle �0 made by the electron spin on one of its sides:

�cos���cos2�0 .

The angle �0 can be estimated as the angle the local moment
rotates during half a Larmor precession �Fig. 3�:

�0�
1
2 � �

��w /�F���Larmor
��

�h�F�

2�wEex

with �F� the component of the Fermi velocity perpendicular
to the wall �the drift velocity due to the applied electric field
being neglected�. By averaging over the Fermi surface �con-
sidered spherical�, we get, for the average angle of conduc-
tion electrons,

�0�
h�F

�wEex
.

And for small angles where sin�0��0 and by substituting it
in the expression for the extra resistivity we get the final
expression for the magnetoresistance:

FIG. 3. Numerical simulation of the canting of the conduction
electron spin as it attempts to follow the local magnetization during
transversal of the domain wall: �a� in the laboratory frame of refer-
ence, �b� in the frame of reference of the local moment.

8466 53M. VIRET et al.

length scale, frequency of magnetic texture ξ, ω

Projected action for majority/minority electrons is formally 
identical to electrodynamics of two species with opposite charge 

PRB 53 8464, Viret et. al.

âµ(r, t) = σ̂zA
z
µ

aσµ = (aσ,aσ) = qσ(cos θ ∓ 1)∂µϕ

is the Wess-Zumino term for itinerant electrons aσ G. E. Volovik, JPC:, 20(1987)L83.

qσ = σ�/2, σ = ±
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 FICTITIOUS ELECTRODYNAMICS

L(rp,vp;m, ∂µm) =
�

p

�
mev2

p

2
+ vµ

p aσµ

�
− A

2

�
d3r(∂im)2

Semiclassical Lagrangian of 2-component fluid

single particle equations

ei = m · (∂tm× ∂im), bi =
�ijk

2
m · (∂km× ∂jm)

Quantized monopole flux through a sphere (skyrmion number)

Faraday’s law ∂tb + ∇× e = 0

N ∈ Z = π2(S2)N =
1
4π

�

S2
b · dS =

1
8π

�
d2Si �ijk m · ∂jm× ∂km

Fictitious electromagnetic fields

mev̇p = qp(e + vp × b) qp ≡ σp�/2
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SYMMETRIES AND CONSERVATION LAWS

Angular momentum:
(rotational invariance) ∂t(Smi) + ∂jΠij = 0

Πij = Svsjmi −A(m× ∂jm)ispin-current tensor

collective backgrounditinerant

particle density :
(gauge invariance)

Tij = A

�
(∂im) · (∂jm)− δij

2
(∂km)2

�
+

δij

2
ρσK−1

σσ�ρσ�

magnetization

stress tensor

electronic 
compressibility

linear momentum
(translational invariance)

me

�

σ

ρσ(∂t + vσ · ∇)vσi + ∂jTij = 0

nondissipative spin torque

ṅ + ∇ · j = 0 , ṅs + ∇ · js = 0

Euler equation
for course grained 

velocities

will include spin 
relaxation which in 

practice fixes spin density
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ENERGY AND DYNAMICS
Magnetohydrodynamic Hamiltonian:

The hydrodynamic Landau-Lifshitz equation:

The Euler equation of motion in the presence of fictitious fields:

There is no dissipation: the total coarse-grained energy is conserved

H[ρσ,pσ;m] =
�

d
3
r

ρσ

2me
(pσ − aσ)2 +

1
2

�
d
3
rρσK̂

−1
σσ�ρσ� + F [m]

me(∂t + vσ · ∇)vσi = −∇µσ +
σ�
2

[m · (∂tm× ∂im) + vσjm · (∂jm× ∂im)]
topological Hall effectfictitious EMF

kinetic elastic exchange

spin-transfer torque

Sṁ = −m× δmF − (js · ∇)m
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continuity equation for energy

energy flux of electrons magnetic exchange energy

Include in free energy

CONSERVATION OF ENERGY 

Jm = −A∂tmi · ∇mi

∂tH = −∇ · (Je + Jm)H =
�

d
3
rH

H → F

Je =
�

σ

ρσ

�
mev2

σ

2
+ µσ

�
vσ
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ONSAGER RECIPROCITY
Casting the coarse-grained equations in the standard form of the 
quasistationary relaxation towards a thermodynamic equilibrium,

we can employ Onsager reciprocity theorem, which constrains a 
phenomenological introduction of dissipation, by relating the cross 
terms:

∂t




n(r)
p(r)
m(r)



 =
�

dr� �Γ(m; r, r�)




µ(r�)
j(r�)
h(r�)





(µ, j,h) = (δnF , δpF , δmF)

Γij [m] = sisjΓji[−m], si = ± If the ith variable 
is even/odd under 

time reversal
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Expanding to linear order in non-equilibrium quantities, quadratic 
order in spin texture gradients, assuming spin rotational and 

inversion symmetry

The strength of the magnetohydrodynamic coupling is given by

in terms of the ferromagnetic conductance polarization

SPIN HYDRODYNAMICS

Wong and YT, PRB 80 (2009) 184411

p ∈ [0, 1]

ṅ = −∇ · j
me

n
j̇ + γ̂[m]j = −∇µ + q(m× ṁ− βṁ)i∇mi

S(1 + αm×)ṁ = −m× h− q(1 + βm×)(j · ∇)m

q = p
�
2

for ξ > λsf

spin flip length
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SPIN TEXTURE CORRECTIONS TO 
MAGNETIC NOISE

Including Langevin sources in thermodynamic forces to describe 
thermal fluctuations 

By the fluctuation-dissipation theorem, we find nonlocal spin 
texture corrections to magnetic noise, to leading order in gradients

This implies corresponding corrections to the gilbert damping 
tensor.   

(µ, j,h)→ (µ + δµ, j + δj,h + δh)

�δhi(r, t)δhi�(r�, t�)� =2kBTδ(r− r�)δ(t − t�)

(αSδii� −
(qβ)2

γ
∂kmi∂kmi�)
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Spin texture  introduces anisotropy and Hall effect into the resistivity 
tensor:

Example: Neutron scattering shows skyrmion-lattice spin texture in 
MnSi:

SPIN-TEXTURE RESISTIVITY

Mühlbauer et al., Science 323 (2009) 915

Drude isotropic anisotropic topological Hall

γij [m] = δij

�
γ + η(∂km)2

�
+ η�∂im · ∂jm +

q

n
m · (∂im× ∂jm)

φ =
1
4π

m · (∂xm× ∂ym)
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DM term arises due to broken inversion symmetry.

Magnetic helices form in the ground state, skyrmion lattice 
stabilized by quartic interaction potential

TOPOLOGICAL HALL EFFECT 

While writing this manuscript, a similar Hall effect has
been reported for MnSi in the pressure range 6 to 12 kbar
[40]. This signal is over an order of magnitude larger than
the signal we report here and extends over a much larger
field range (0.1 to 0.5 T). Detailed susceptibility and mag-
netization measurements under pressure reported, e.g., in
Ref. [37] indicate, that the magnetic field range of the A
phase and the conical phase are unchanged up to roughly
11 kbar, where the A phase seems to vanish. Hence, due to
the lack of neutron scattering data under magnetic field and
pressure in the range 6 to 12 kbar, the precise spin structure
represents an exciting question for future research.

In conclusion, when taken together, the sign and quanti-
tative size of !!xy with the neutron scattering data re-
ported in Ref. [9], our study identifies the A phase of MnSi
as the proposed lattice of Skyrmions. In fact, our Hall
effect data constitute a direct observation of a topologically
quantized Berry phase, thereby unambiguously identifying
the proposed spin structure inferred from neutron
scattering.

We wish to thank A. Bauer, R. Duine, M. Garst,
F. Jonietz, S. Legl, S. Mühlbauer, W. Münzer, B. Russ,
J. Schmalian, M. Vojta, and A. Vishwanath and gratefully
acknowledge financial support by SFB608 and the
Alexander von Humboldt Foundation.
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FIG. 4 (color online). Magnetic phase diagram of MnSi.
Comparison of the A phase as measured in the ac susceptibility
versus the Hall resistivity. Data points of the ac susceptibility are
taken from Ref. [35,37].

PRL 102, 186602 (2009) P HY S I CA L R EV I EW LE T T E R S
week ending
8 MAY 2009

186602-4

MnSi phase diagram

same for ~B k ½110" and ~B k ½111" and thus essentially
independent of direction.

We note that the magnetization in the A phase does not
show an additional ferromagnetic contribution that would
explain the additional anomalous contribution. Instead, for
increasing B, the magnetization slightly increases both
when entering and when leaving the A phase at Ba1 and
Ba2, respectively [35–37]. Correspondingly, the slope of
MðBÞ is reduced in the A phase. Thus,!!xy must be related

to the modulated spin structure observed in neutron scat-
tering [9]. This already strongly suggests the existence of
topologically stable knots in the nontrivial spin structure.
Further, when the motion of conduction electrons fol-

lows a topologically nontrivial spin structure, the charge
carriers collect a Berry phase. This Berry phase may be
viewed as an Aharonov-Bohm phase arising from a ficti-

tious effective field ~Beff ¼ "0
~" with opposite sign for

majority and minority spins, where "0 ¼ h=e is the flux

quantum for a single electron [10,13,17,18]. Here, ~" is
given by the Skyrmion density

"" ¼ 1

8#
$"%&n̂ & ð@%n̂' @&n̂Þ; (1)

where $"%& is the antisymmetric unit tensor and n̂ ¼
~M=jMj [38]. The integrated Skyrmion density per unit
cell is a measure for a winding number and is therefore
quantized to an integer.
As for the normal Hall effect, the precise value of the

topological Hall contribution due to ~Beff depends in a
multiband system like MnSi on details of the band struc-
ture and the relative size of scattering rates. Because these
factors also enter in R0 in a similar way, using the mea-
sured value of R0 in Eq. (2) allows for a semiquantitative
prediction. In the adiabatic limit, where the spin polariza-
tion of charge carriers with infinite lifetime smoothly
follows the texture ~M, the topological Hall signal may be
expressed as [17,18]

!!xy ( PR0B
z
eff ; (2)

where ẑ is the direction of the applied field, R0 is the
normal Hall constant given above, and P measures the
local spin polarization of the conduction electrons. The
factor P arises from the majority- and minority-spin car-
riers, which collect Berry phases of opposite sign.
Therefore, the signal vanishes for vanishing polarization,
P ! 0, and is maximal for a fully polarized system, P ¼ 1.

For a single-Q structure, ~" ¼ 0 so that ~Beff ¼ 0 and there
is no topological Hall effect.
We may now compare the experimentally observed

Hall voltage !!xy ( 4:5 n# cm with the predicted topo-
logical Hall signal. For the proposed lattice of anti-
Skyrmion lines in the A phase of MnSi,

R
dxdy"z ¼ )1

for each 2-dimensional magnetic unit cell [9]. This implies
that the effective field is quantized and oriented opposite to
the applied field. For MnSi, it follows that Beff ( 2:5 T.
The polarization P ¼ "spo="sat represents the ratio of the
ordered magnetic moment in the A phase "spo ( 0:2*
0:05"B to the saturated magnetic moment "sat ( 2:2*
0:2"B where the saturated moment may be taken, e.g.,
from the Curie Weiss moment in the paramagnetic state or
the free Mn moment [39]. Hence, the polarization is given
by P ( 0:1* 0:02. Taken together, the theoretically pre-
dicted value of !!xy ( 4 n# cm is in remarkable agree-
ment with experiment.

FIG. 2. (a) Hall resistivity !xy near Tc in the temperature and
field range of the A phase. (b) Additional Hall contribution !!xy

in the A phase. Data are shifted vertically for better visibility.

FIG. 3 (color online). Estimated contribution to the Hall effect
in the A phase. FS denotes data obtained in field sweeps; TS
denotes data obtained in temperature sweeps.
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magnetoresistance

F = A(∂im)2/2 + Bm · (∇×m) + Uint(m)

Lee et al., PRL 102 (2009) 186601
Neubauer et al., PRL 102 (2009) 186602
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FICTITIOUS ELECTROMOTIVE FORCE

Φ� =
�c

2e

�
dx(1− cos θ)∂xφ

!!

J(t) m!H(x,t)

!(t)

e" magnetization driven by 
applied magnetic field

Current/magnetization coupled by fictitious (Berry) flux

Ω
Φ�electrons pick up  

Berry phase 
proportional to solid 
angle          subtended 
by spin texture

Y. Tserkovnyak and C. H. Wong,  PRB  79(2009) 014402.

Electron transport in free space or solid-state environment:

Quantum-mechanical phase-space action:

BERRY PHASE

e-

ħ/2

x

y

z
E
B

Ω

sSWZ = −1
2

�
dφ(1− cos θ) closed→ −Ω

2

S[p(t), r(t), s(t)] =

�
dt [p · ṙ−H(p, r, s)] + SWZ

collective dynamics and 
condensation of electrons

S. E. Barnes and S. Maekawa. 
PRL 98(2007)246601. fictitious 

magnetic flux 

electromotive 
force 

E � ≡ −p∂tΦ�/c

spin texture with 
nontrivial topology
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OBSERVATION OF THE F-EMF
Yang et al. ,PRL 102, 067201(2009)

V/H = (�/e)γ ≈ 11.6nV/Oe

Fi =
!

2
!m " !tm"#!1 + #m " ""im$

=
!

2
#m · !!tm " "im" + #!!tm · "im"$ , !10"

after inverting the magnetic equation of motion #Eq. !7"$ in
order to express the effective field Heff in terms of the mag-
netization dynamics m!r , t". !Note that since the currents
themselves are now generated by the magnetization dynam-
ics, we can neglect their backaction on the magnetic response
when inverting the equation of motion to express Heff in
terms of m, since it would give rise to higher-order terms."
Equation !10" is a key result of this paper. It is also easy to
show that taking into account Gilbert damping $ has no con-
sequences for the final result #Eq. !10"$ #after rewriting Eq.
!7" in the Landau–Lifshitz form, in order to eliminate the !t
term on the right-hand side and thus make the equation suit-
able for the Onsager theorem$. This is not surprising, since
the physics of the Gilbert damping $ does not have to be
related to the magnetization–particle-density coupling that
determines the force #Eq. !10"$.2

Physically, the # correction in Eq. !10" is related to a
slight spin misalignment of electrons propagating through an
inhomogeneous magnetic texture with the local direction of
the magnetization m. In the limit of %xc→&, this misalign-
ment vanishes and so should #, reducing the result, Eq. !10",
to Eq. !4". Indeed, a microscopic derivation of Eq. !7" shows
#%! /T2%xc, where T2 is the characteristic transverse spin
relaxation time.2 The # term in Eq. !10" can thus be viewed
as a correction to the topological structure of the electron
transport rigidly projected on the magnetic texture, due to the
remaining transverse spin dynamics and dephasing. Such a #
correction was first reported in Ref. 4, which used a very
different and more technical language and did not benefit
from the reciprocity relation with the current-driven mag-
netic dynamics #Eq. !7"$. Our phenomenological derivation
of Eq. !10" based on the Onsager theorem provides a much
simpler framework for studying these subtle spin-dephasing
effects.

Let us now discuss the measurable consequences of Eq.
!10" in two simple scenarios sketched in Fig. 1. Consider a
nontrivial one-dimensional magnetic profile along the x axis,
such as a magnetic domain wall in a narrow wire, with neg-
ligible transverse spin inhomogeneities. First, let us look at a
steady rotation of the entire one-dimensional texture around
the x axis with a constant frequency '. Then, !tm='x"m
and

%V = −& dxFx = −
!'

2
x& !dm + #m " dm" . !11"

In the absence of spin dephasing #, this result can be easily
understood by transforming into the rotating frame of refer-
ence: By the Larmor theorem, this corresponds to a fictitious
field along the x axis: H!=−!!' /2"(̂x. For spins
up !down" projected on the local magnetization direction,
this corresponds to the potential V= ) !!' /2"x ·m. It is
equally straightforward to interpret this result in terms of the
rate of the Berry-phase accumulation by spins adiabatically

following the steady exchange field precession,3,16 which is
proportional to the position-dependent solid angle enclosed
by spin precession. The # term in Eq. !11" gives a correction
to these idealistic considerations, which depends on the ge-
ometry of the magnetic texture. Next, we consider the volt-
age induced by a rigid translation of a one-dimensional mag-
netic texture m!x−vt" along the x direction with velocity v.
The corresponding force

Fx = −
!

2
#v!!xm"2 !12"

is then entirely determined by the # term, which drags spins
down along the direction of the magnetic texture motion and
spins up in the opposite direction. This is analogous to the
current-driven domain-wall velocity in one dimension,
which, for smooth walls and low currents, is proportional to
#.2

Finally, we need to include spin-flip relaxation time T1
and derive spin-charge diffusion equations, enforcing local
charge neutrality. Assuming diffusive transport, the force
#Eq. !10"$ can now be added as a contribution to the gradient
of the effective electrochemical potential. The diffusion
equation for spin-s particles is then given by

!!t − Ds"
2"*s + (s!s ! · F − "2Vc" =

*−s

+−s
−

*s

+s
, !13"

where *s is the nonequilibrium !spin-s" particle density, Ds is
the diffusion coefficient, and +s is the spin-flip time. Recall
that the conductivity is related to the density of states Ns by
the Einstein’s relation: (s=NsDs. Vc is the electric potential,
which has to be found self-consistently by enforcing local
charge neutrality. Note that the equilibrium considerations
require that +s /+−s=Ns /N−s. We should also stress that the
force #Eq. !10"$ may have a finite curl, so that we cannot
generally describe it by a fictitious potential. After straight-
forward manipulations, we can decouple the diffusion equa-

FIG. 1. !Color online" Two simple scenarios for voltage genera-
tion by the magnetic dynamics: !1" Magnetic texture m!x , t", such
as a domain wall along the x axis, is steadily rotating around the x
axis and !2" the same texture rigidly sliding along the x axis. In the
former case, the force Fx acting on electrons is proportional to the
frequency of rotation ', with the dominant term having a purely
geometric meaning in terms of the position-dependent Berry-phase
accumulation rate. !An alternative physical explanation can also be
provided by transforming to the rotating frame of reference and
applying the Larmor theorem." In the case of the sliding dynamics,
the leading contribution to the magnetically induced force is pro-
portional to the spin-dephasing rate !parametrized by #" and the
“curvature” of the texture profile !!xm"2.

ELECTRON TRANSPORT DRIVEN BY NONEQUILIBRIUM… PHYSICAL REVIEW B 77, 134407 !2008"

134407-3

beta 

fictitious e 

Macklenburg and Tserkovnyak ,PRB 77 
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Phenomenological coefficients constrained by second law of 
thermodynamics: positive dissipation

Lower bound on texture resistivity is consistent with microscopic 
calculations

DISSIPATION POWER

η + η� ≥ (qβ)2

αS

	

 C. Wickles and W. Belzig, PRB, 80(2009) 104435.

P = −
�

d3r∂tF ≥ 0 for high heat conductance, 
uniform temperature
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Gradient corrections to LLG with from current dynamics 
(diffusive limit)

Gilbert damping tensor

Gyromagnetic tensor

Total dissipation power

DYNAMICAL CORRECTIONS TO LLG 

P =
�

d3r ṁ · (α + Γ̂) · ṁ

Wong, C.H. and Tserkovnyak, Y. , PRBr 81, 060303 (2010)

�
(1 + m× K̂) + m× (α + Γ̂)

�
ṁ + m×H/S = τD

Γ̂ =
P2

ρS

�
(m×∇im)⊗ (m×∇im)− β2∇im⊗∇im

�

K̂ =
βP2

ρS
[(m×∇im)⊗∇im−∇im⊗ (m×∇im)]

P ≡ p�/2e ρ drude resistivity
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DOMAIN WALLS

neel bloch

H. Kohno et al., JPSJ, 75 (2006) 113706.

 VORTEX/ANTI-VORTEX

B. Van Waeyenberge et. al.,  Nature, 444(2006)461.

12 April 2009    Physics Today © 2009 American Institute of Physics, S-0031-9228-0904-320-8

Exotic spin textures show up 
in diverse materials
A binary semiconductor, an insulating alloy, and a bulk ferromagnet 
can each be coaxed into manifesting new and different forms of spin
coherence.

In its rest frame, an electron orbiting
a nucleus feels a magnetic field propor-
tional to its speed. The faster the elec-
tron orbits, the stronger the magnetic
field, and the greater the coupling be-
tween the electron’s spin and orbital
momenta.

Spin–orbit coupling is a hot topic be-
cause it offers a path to sort electrons by
their spin, a necessary feature of spin-
based electronics. But the path is not
easy to find or follow. Despite its ubiq-
uity, spin–orbit coupling rarely shows
up in an exploitable way. In many crys-
tals, two symmetries, time-reversal and
inversion, ensure that spin-up and spin-
down electrons are degenerate.

Even when an applied field or a crys-
tal’s structure breaks one of the symme-
tries, another obstacle blocks the path.
Spin is not conserved inside a crystal.
Although the net spin polarization av-
erages to zero, it fluctuates randomly
and locally as electrons make their way
through the crystal.

There are ways around that obstacle.
The trick is to find the right material
and the right experimental conditions.
Then, as three new papers demonstrate,
spin–orbit coupling begets remarkable
phenomena.

Joseph Orenstein of the University of
California, Berkeley, and his team have
created a long-lived spin helix in a gal-
lium arsenide quantum well.1 Zahid
Hasan of Princeton University and his
team have observed a new form of mat-
ter, a topological insulator, in an alloy
of bismuth and antimony.2 Christian
Pfleiderer of the Technical University of
Munich in Germany and his team have
discovered a structure akin to a vortex
lattice in manganese silicide, a bulk fer-
romagnet.3 All three phenomena mani-
fest deep concepts also found in theo-
retical particle physics.

Persistent spin helix
Orenstein, who also works at Lawrence
Berkeley National Laboratory, was in-
terested at first in how long spin polar-
ization survives before diffusing away.
To that end, he and his team illumi-

nated a semiconductor surface with an
alternating pattern of left- and right-
circularly polarized light. The light ex-
cited spin-polarized electrons to the
conduction band, forming stripes of up
and down spins.

The stripey pattern served as a grat-
ing. When a linearly polarized probe
beam was aimed at the surface, the re-
sulting diffraction pattern embodied
the spins’ polarization. Pulsing the ex-
citation and probe beams and varying
the delay between them yielded the po-
larization’s lifetime τ. The Berkeley re-
searchers expected to determine how
spin–orbit coupling modifies τ. What
they ended up discovering were two
conditions that maximize τ.

The first condition is to use a quan-
tum well in which two types of spin–
orbit coupling, Dresselhaus and
Rashba, are contrived through doping
to be equal. The second condition,
worked out by Stanford University the-
orists Andrei Bernevig and Shoucheng
Zhang, is to create a particular kind of
coherent signal, a spin helix, and to
send it through the quantum well with
a particular wave vector.

Thanks to its shape and q depen -
dence, the spin helix regains what
spin–orbit coupling usually removes:
the SU(2) symmetry that conserves the

polarization of isolated spins. In effect,
Orenstein and his collaborators created
an artificial instance of what Emmy
Noether found in 1918: the fundamen-
tal association between symmetries
and conservation laws.

Figure 1 shows one set of results. At
1 ns, the maximum lifetime is an order
of magnitude longer than its unen-
hanced value, but it’s hardly infinite. A
theoretical analysis by Victor Galitski
and Tudor Stanescu of the University of
Maryland accounts for the discrepancy,
which arises from a cubic term in Dres-
selhaus coupling. Because the Mary-
land model fits the data so well, it im-
plies, as Bernevig and Zhang predicted,
that the spin helix is robust in the face
of disorder.

Topological insulators
Six years ago, Hasan was trying to iden-
tify the origin of the unusually large
thermoelectric effect in Bi-based alloys.
His tool of choice, angle-resolved
photo emission spectroscopy (ARPES),
maps the band structure of electrons
ejected from a sample’s surface.

Bismuth alloys, as Hasan found,
have surface states quite different from
those of the bulk. At first, he regarded
the surface states as an annoyance. But
after improving his setup to resolve sur-
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Figure 1. A spin helix, depicted on the right, diffuses away when the pump pulse
that generates it is turned off. The helix’s lifetime depends on its wave vector q
and is determined by adjusting the delay between the pump pulse and a subse-
quent probe pulse that diffracts off the helix. (Adapted from ref. 1.)

SPIN HELIX

Phys. Today, Apr. (2009)

SPIN TEXTURES:  TOPOLOGICAL SOLITONS
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• Magnetic solitons are particle-like objects characterized by 
topological charge.

• They minimize exchange energy within each topological 
sector.

• In stereographic coordinates:

Solitons are analytic functions:

2D MAGNETIC SOLITONS

∂w

∂z̄
= 0,

∂

∂z̄
≡ ∂x + i∂y

w = tan
θ

2
eiϕ, z = x + iy

q =
�

dxdy
1
4π

m · (∂xm× ∂ym)

Uxc

A
=

1
2

�
dxdy (∂im)2 ≥ 4πq
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 SKYRMION TEXTURES
• The stereographic coordinates projects the sphere onto the 

complex plane

• The simplest finite energy solution on the infinite plane is a 
skyrmion

Physics 2, 35 (2009)

Viewpoint

A new twist in a ferromagnet

Carsten Timm

Institute for Theoretical Physics, Technische Universität Dresden, 01062 Dresden, Germany
Published May 4, 2009

Transport measurements show evidence of a topologically nontrivial structure—a lattice of skyrmions—in in-
termetallic MnSi.

Subject Areas: Magnetism

A Viewpoint on:

Topological Hall Effect in the A Phase of MnSi

A. Neubauer, C. Pfleiderer, B. Binz, A. Rosch, R. Ritz, P. G. Niklowitz and P. Böni
Phys. Rev. Lett. 102, 186602 (2009) – Published May 4, 2009

Unusual Hall Effect Anomaly in MnSi under Pressure

Minhyea Lee, W. Kang, Y. Onose, Y. Tokura and N. P. Ong
Phys. Rev. Lett. 102, 186601 (2009) – Published May 4, 2009

Generally speaking, one of the most fascinating as-
pects of physics is the emergence of complex structures
out of simple laws, an interesting case of which are
structures protected by topological invariants. To illus-
trate an example of this, consider vortex lines in super-
conductors. In such a system, the phase of the Cooper-
pair wave function rotates by 2πn as one circles a vortex.
Continuity then requires the vorticity n to be an integer.
For this reason, a vortex with n = ±1 cannot decay.

The intermetallic compound MnSi exhibits complex
magnetic structures at low temperatures, that many
have suspected to be topologically nontrivial, that is,
containing “knots” in the magnetization. So far, how-
ever, direct experimental evidence for this has been lack-
ing. In two Letters appearing in Physical Review Letters,
one by Christian Pfleiderer’s group at Technische Uni-
versität München and collaborators at Universität zu
Köln [1], and Minhyea Lee and co-workers at Princeton,
NJ, and collaborators at the University of Chicago and
the University of Tokyo [2] report on measurements of
the Hall effect in two different parts of the MnSi phase
diagram, which provide such evidence.

In magnetic systems, the vector character of the mag-
netization leads to more complex topological states. Fig-
ure 1 shows a sketch of the normalized magnetiza-
tion m̂ = m/|m| for a so-called skyrmion in a two-
dimensional magnet. The term skyrmion derives from
the analogy with the Skyrme model for nucleons in pion
field theory [3]. The magnetization points in the direc-
tion of the applied magnetic field far from the skyrmion,
but in the opposite direction at its center. The magneti-
zation rotates smoothly about a line through the center.
Like a vortex in a superconductor, a skyrmion cannot be
unwound without creating discontinuities.

FIG. 1: A skyrmion in a two-dimensional magnet. The small
arrows represent the magnetization direction. The magnetic
field B is applied in the upwards direction. For skyrmion
lines in a three-dimensional magnet, as suggested by recent
Hall effect measurements for MnSi[1, 2], this pattern describes
the magnetization in planes perpendicular to B. (Illustration:
Alan Stonebraker)

Skyrmions have been discussed extensively in the
context of the quantum Hall system, which are two-
dimensional electron gases at low temperatures [4]. It
is interesting to observe skyrmions in the more con-
ventional, three-dimensional magnetic system MnSi at
higher temperatures.

MnSi shows long-range magnetic order below a crit-
ical temperature Tc ≈ 29.5 K. Partial spin polarization
lowers the Coulomb energy of the electron gas, since the
Pauli principle prevents electrons with the same spin
from coming too close. This Stoner mechanism stabi-

DOI: 10.1103/Physics.2.35
URL: http://link.aps.org/doi/10.1103/Physics.2.35

c� 2009 American Physical Society

C. Timm. Physics, 2:35, May 2009.
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Jean-Christophe BENOIST, wikipedia
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m(q(t), r)
q(t)

• Parametrize magnetic texture                by collective 
coordinates,        , in configuration space.

• Soliton texture geometry described by two basic tensors.

COLLECTIVE COORDINATES

qi

∂qim

∂qjm

qj

m

bij ≡m · ∂m
∂qi

× ∂m
∂qj

= sin θ

�
∂θ

∂qi

∂ϕ

∂qj
− ∂θ

∂qj

∂ϕ

∂qi

�

dij ≡
∂m
∂qi

· ∂m
∂qj

=
∂θ

∂qi

∂θ

∂qj
+ sin2 θ

∂ϕ

∂qi

∂ϕ

∂qj
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SOLITON EQUATION OF MOTION
• LLG may be approximated by an equation of motion for 

collective coordinates.

Dissipation power P = Dij q̇iq̇j

Fi ≡ −
1
S

�
d3r

∂m

∂qi
· Hst −

1
S

∂

∂qi

�
d3r V ,

Ĝ ≡
�

d3r b̂ , D̂ ≡ α

�
d3r d̂

effective forces

gyrotropic and 
damping tensors

Ĝ(q)q̇ + D̂(q)q̇ = F(q)

• inertial terms may be generated by spin wave excitations K. Y. Guslienko et. al., PRB, 81 (2010) 014414.

hierachy of hard/soft modes τqN < . . . < τqi < . . . τq1

zero mode

A. A. Thiele, PRL., 30 (1973) 230.“massless” particle
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• beta may be determined by 
measuring domain wall 
velocity.

 

corresponding Walker ansatz (19) then actually provides
the exact solution, which is approached at long times after
the constant driving field and/or current are switched on
[63,64]. Beyond certain critical values of H or j, called
Walker thresholds, however, no solution with constant
angle F and constant velocity _X exist. Both undergo
periodic oscillations in time, albeit with a finite average
drift velocity h _X ia0. In the spacial case of a ¼ b, Eqs. (20)
are exact at arbitrary dc currents when H ¼ 0: according to
Eq. (10), the static domain-wall solution (of an arbitrary
domain-wall shape) then simply moves with velocity
"Pj=s0 without any distortions. When baa, the Walker
threshold current diverges when b approaches a, reminis-
cent of the critical current (16) discussed in the previous
section.

For subthreshold fields and currents with FðtÞ ! const:
as t ! 1, the steady state terminal velocity is given by [47]

v ¼ _X ðt ! 1Þ ¼
gH ~W " bPj=s0

a
. (21)

In particular, when j ¼ 0, the wall depicted in Fig. 1 moves
along the direction of the applied magnetic field H in order
to decrease the free energy [63]. Let us in the following
focus on the current-driven dynamics with H ¼ 0.
At a finite but small j, the wall is slightly compressed
according to

1"
~W
W

%
ðPj=s0Þ2

2g2AK?
1"

b
a

! "2

, (22)

where W ¼
ffiffiffiffiffiffiffiffiffiffi
A=K

p
is the equilibrium width. When a ¼ b,

the domain-wall velocity v ! "Pj=s0. In this case, if we
consider the electron spins following the magnetization
direction from &m to 'm on traversing the domain wall
with current density j, the entire angular momentum
change is transferred to the domain-wall displacement. In
this sense, the ratio b=a can be loosely interpreted as a spin-
transfer efficiency from the current density to the domain-
wall motion.

Only when a ¼ b, the rigidly moving domain-wall
solution is exact at arbitrary current densities, leading to
an infinite Walker threshold current. The latter becomes
finite and decreases with boa, approaching a finite value
jt0 at b ¼ 0 [60], see Fig. 2. In the absence of a strong
disorder pinning centers, as assumed so far, jt0 / K?
(which is also the case with the Walker threshold field in the
absence of an applied current [63]), with an average
velocity that slightly above the threshold reads

h _X i /
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j2 " j2t0

q
. (23)

See the b ¼ 0 curve in Fig. 2. At finite b, the depinning
current is determined by the pinning fields, which should be
included into the effective field (12). The domain-wall
velocity at currents slightly above the depinning current is
predicted in Ref. [54] to grow linearly with j.

So far in our discussion, we have completely disregarded
the random noise contribution to the magnetization

dynamics. As noted above, see Eq. (4), thermal fluctuations
are ubiquitous in dissipative systems. Below the (zero-
temperature) depinning currents, applied currents can drive
the domain wall with finite average velocity hvi only by
thermal activation. The question how lnhvi scales with the
current at low temperatures and weak currents is of
fundamental interest beyond the field of magnetism.
Experiments on thermally activated domain-wall motion
in magnetic semiconductors [33,39] reveal a ‘‘creep’’ regime
[66], in which the effective thermal-activation barrier
diverges at low current density j, so that lnhvi scales as
const:" j"m, with an exponent m( 1

3. This is inconsistent
with the theory based on the Walker ansatz for rigid
domain-wall motion [67], which yields a simple linear
scaling of the effective activation barrier and
lnhvi / const:þ j. A refinement of the Walker-ansatz
treatment [68] cannot explain the experiments either.
A scaling theory of creep motion close to the critical
temperature [39] does offer a qualitative agreement with
measurements by Yamanouchi et al. [39]. However, the
intrinsic spin–orbit coupling in p-doped (Ga,Mn)As leads
to current-driven effects beyond the standard spin-transfer
theories, see, e.g., Refs. [69,70], which needs to be under-
stood better in the present context.
Even at zero temperature, there are stochastic spin-

torque sources in the presence of an applied current, which
stem from the discreteness of the angular momentum
carried by electron spins, in analogy with the telegraph-like
shot noise of electric current carried by discrete particles.
A theoretical study of the combined thermal and shot-noise
contributions to the stochastic torques for inhomogeneous
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Fig. 2. Average current-driven domain-wall velocity v numerically
calculated using the Walker ansatz [Eqs. (20)] in Ref. [53]. Here, the
domain-wall width has been approximated by its equilibrium value,
~W % W , assuming K?5K . The curves are very similar to the full
micromagnetic simulations [53]. u ¼ "Pj=s0 has the units of velocity
(proportional to electron drift velocity) and vw ¼ gK?z=2 is its value for
j ¼ jt0. The length z % W , if we assume K?5K (as was done in this
calculation), while z %

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2A=K?

p
in the opposite limit, K?bK , which is

relevant for a thin-film with large demagnetization anisotropy K? ¼ 4pMs

(in which case z is called exchange length) [64]. a ¼ 0:02, and we refer to
Ref. [53] for the remaining details.
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DYNAMICAL DEPINNING
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Oscillatory dependence of current-driven magnetic
domain wall motion on current pulse length
Luc Thomas1, Masamitsu Hayashi1,2, Xin Jiang1, Rai Moriya1, Charles Rettner1 & Stuart S. P. Parkin1

Magnetic domain walls, in which the magnetization direction
varies continuously from one direction to another, have long
been objects of considerable interest1. New concepts for devices
based on such domain walls are made possible by the direct
manipulation of the walls using spin-polarized electrical current2,3

through the phenomenon of spin momentum transfer4,5. Most
experiments to date have considered the current-driven motion of
domain walls under quasi-static conditions6–12, whereas for tech-
nological applications, the walls must be moved on much shorter
timescales. Here we show that the motion of domain walls under
nanosecond-long current pulses is surprisingly sensitive to the
pulse length. In particular, we find that the probability of dislodg-
ing a domain wall, confined to a pinning site in a permalloy
nanowire, oscillates with the length of the current pulse, with a
period of just a few nanoseconds. Using an analytical model13–17

and micromagnetic simulations, we show that this behaviour is
connected to a current-induced oscillatory motion of the domain
wall. The period is determined by the wall’s mass18 and the slope of
the confining potential. When the current is turned off during
phases of the domainwall motionwhen it has enoughmomentum,
the domain wall is driven out of the confining potential in the
opposite direction to the flow of spin angular momentum. This
dynamic amplification effect could be exploited in magnetic
nanodevices based on domain wall motion.
Most studies of current-inducedmotion of magnetic domainwalls

(DWs) have been carried out in magnetic nanowires formed from
permalloy (Ni81Fe19)

6–10, one of the more attractive magnetic
materials for nanodevices because of its low magnetic anisotropy
and magnetization yet high Curie temperature19. Moreover, the
electrical current in permalloy is highly spin polarized owing to
significant spin-dependent scattering19. Experiments using direct
currents or long pulses have shown that in permalloy nanowires,
DWs move in the direction of the flow of the electrons (that is,
opposite to the electrical current direction) when the current density
exceeds a threshold value. In the present work we find that DWs can
be moved with nanosecond-long current pulses smaller than the d.c.
threshold, but that, under these circumstances, the probability that
the DWmoves oscillates with the length of the current pulse with a
period of a few nanoseconds. Moreover, the DW moves in the
opposite direction to the flow of spin-polarized electrons.
We study magnetic domain walls in permalloy nanowires, 200 nm

wide and 40 nm thick. The wires are composed of two straight
sections oriented at 908 to one another, connected by a curved
portion with a radius of curvature of ,3mm (see Fig. 1a). A single
DW is formed in the curved region of the nanowire by applying an
appropriate sequence of magnetic fields, as described in Methods.
The DW position and its form, whether separating domains with
magnetization directions pointing away (tail-to-tail, TT) or towards

(head-to-head, HH) one another, depends upon this sequence of
fields. Magnetic force microscopy reveals that the DW has a vortex
structure (Fig. 1b), as expected from micromagnetic simulations for
the size and properties of the wire used20,21.
Three electrical connections are made to the nanowire—labelled ci

(i ¼ 1, 2, 3) in Fig. 1a—which are used both to inject current pulses
and to measure the resistance of portions of the wire, Rij, between
contacts i and j (see Methods). A DW in the nanowire is readily
detected, through the phenomenon of anisotropic magnetoresis-
tance, from a slight drop in the wire’s resistance due to the transverse
component of the DW’s magnetization. As illustrated in Fig. 1c, a
small drop in wire resistance between the contacts c1 and c2,
DR12 < 0.15Q, is observed when a DW is formed between these
contacts. The DW can be moved along the wire by a field, and its
motion from the lower to the upper side of the contact c2 monitored
from a small increase in R12 (Fig. 1c) (and a corresponding decrease

LETTERS

Figure 1 | Experimental configuration. a, Atomic force microscopy image of
the device; c1, c2 and c3 are contacts. b, Magnetic force microscopy image
corresponding to the area enclosed by the white square in a. A vortex DW is
located in the bend of the wire at a position defined by the angle v < 308, by
using a sequence of in-plane magnetic fields along the two perpendicular
directions Hx and Hy . c, The change in the wire’s resistance between
contacts c1 and c2, DR12, as the HH DW is moved by field 2Hy along 2y
across the contact c2 without current. Dashed lines depict the wire’s
resistance with and without a DW. d, e, Histograms of the resistance levels
measured at Hy ¼ 224Oe before (d) and after (e) the application of a
current pulse (Vp ¼ 22.0 V, 0.5 , tp , 30 ns).
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94305, USA.

Vol 443|14 September 2006|doi:10.1038/nature05093

197

in R23, not shown). At zero current, the magnetic field along y (Hy)
required to move the DW from its initial position across c2 is
,^36Oe for TT and HH DWs, respectively. The DW motion
occurs when the component of Hy tangential to the wire at the
DW position overcomes local pinning (,25Oe), which probably
results from edge roughness in the curved portion of the wire.
Current-driven DWmotion is explored by first creating a DW in

the nanowire and then by injecting a voltage pulse into the wire
between contacts c1 and c2. Measurements of DR12 before and after
the pulse reveal whether the DW has moved across the contact c2
(Fig. 1d and e). The probability of DWmotion, PM, is determined as
a function of the magnetic field Hy, the voltage pulse amplitude Vp

and the pulse length tp by repeating the same sequence of DW
injection and current pulsing 30 times for each set of parameters.
Figure 2a–d show PM for both HH and TT DWs as a function of tp
and Hy, for a constant pulse voltage of ^2.0 V. Both types of DWs
exhibit similar behaviours, whereas the dependence of PM on the
pulse length is strongly asymmetric with voltage polarity. DWmotion
occurs only with a very low probability below a threshold field (for
the currents considered in these experiments). For positive voltages
(electrons flowing from c1 to c2), the threshold field, which varies
little with pulse length for pulses longer than ,3 ns, is ,10Oe and
,25Oe for TTand HHDWs, respectively. Above this threshold, PM

increases rapidly to ,100%. On the contrary, for negative voltages,
pronounced periodic oscillations of the DWmotion probability are
observed as the current pulse length is increased for fields ranging
from 5Oe to 30Oe. The period of the oscillations is,3 ns and,4 ns
for TT and HH DWs, respectively, but the number of oscillations
observed increases with increasing field until the field is so large that

the DWs are always depinned, independent of the current pulse
length.
The dependence of PMon the pulse amplitude and length is shown

at a constant fieldHy < 24Oe for TT DWs in Fig. 2e and f. Again, we
observe a strong asymmetry with the pulse polarity. For positive
voltages, DWmotion occurs above a voltage threshold (,1V) that is
insensitive to the pulse length. For negative voltages, an oscillatory
behaviour is observed. More than 10 oscillations can clearly be
identified. The period of these oscillations increases for higher
voltages, from ,2.9 ns for Vp ¼ 1.5 V, up to ,3.9 ns for 3.2 V. We
find that the oscillatory DW depinning is a general phenomenon,
which we have observed not only in other permalloy nanowires of
various widths (,100–300 nm) and thicknesses (,10–40 nm), but
also in other materials (for example, FeCoNi) and structures (for
example, spin-valve nanowires).
Our results appear consistent with the spin-transfer torque mech-

anism, in which the transfer of spin angular momentum from a
polarized electrical current to the magnetization of the nanowire can
induce DW motion2,3,13–17, although the oscillatory behaviour we
observe corresponds to DWs actually moving against the electron
flow. Note that any field-related mechanism induced by the current
pulse should give rise to opposite voltage polarity dependences for
HH and TT DWs, which we do not observe.
We now develop an understanding of the oscillatory DW depin-

ning using the well-established one-dimensional (1D)model1. In this
model, the profile of the DW is assumed to be unchanged during its
motion so that its dynamics can be described by just two parameters,
its position and its conjugate momentum. The latter is defined as
2MSW/g, whereW is the tilt angle of the wall magnetization out of the
plane of the wire (see Fig. 3g), MS is the saturation magnetization
(,800 e.m.u. cm23 for permalloy) and g is the gyromagnetic factor
(17.6MHzOe21). The 1D model has recently been generalized to
include a spin-torque term13–17, so that the Landau–Lifshitz–Gilbert
equations of motion become:

ð1þa2Þ_q¼2
agD

2MS

›1

›q

! "
þ gD

2
Hk sinð2WÞ þ ð1þabÞu

ð1þa2Þ _W¼2
g

2MS

›1

›q

! "
2

ga

2
Hk sinð2WÞþ ðb2aÞ u

D

where q and D are the DW’s position and width, respectively, a is the
Gilbert damping parameter, and Hk is the shape anisotropy field in
the plane perpendicular to the wire’s length that keeps the magne-
tization in the plane of the wire. The spin torque term is u ¼ mBJP/
eM S, with e the electron charge, J the current density, P the
polarization of the current, and mB the Bohr magneton. When u is
positive, the DW is driven in the direction of increasing q. b arises
from a non-adiabatic contribution to the spin transfer torque14–17.
The term 1(q) is the DWpotential energy per unit cross-sectional area,
which includes a magnetic field along the DW propagation direction
and a pinning potential term. The DW is pinned at a defect in the
nanowire. For simplicity, we assume a parabolic potential of depth V
and spatial extension q0 such that, at H ¼ 0, 1(q) ¼ Vq0(q/q0)

2 for
jqj , q0 and 1(q) ¼ Vq0 for jqj $ q0.
Let us consider first the simplest case where b ¼ 0 and H ¼ 0.

When a current smaller than the d.c. critical depinning current is
applied, both q and W oscillate in time (Fig. 3a, b) towards the
equilibrium position (0,W eq(u)), with an oscillation frequency q.
The DW trajectory in the phase space (q,W) is thus a spiral for which
the oscillations are damped according to a (Fig. 3c). However, if the
current is cut off before the DW reaches the final equilibrium
position, the trajectory of the DW switches to a different orbit
centred around the new equilibrium position without current,
(0,0), as illustrated in Fig. 3d–f. Depending on the DW’s momentum
(that is, magnitude ofW) when the current is cut off, the amplitude of
the oscillations is amplified (red curves in Fig. 3d and f), and the DW
can leave the pinning potential. This is remarkable, as the DW is

Figure 2 |Probability ofmotion of a domainwall subjected to current pulses
of various lengths and amplitudes. Contour plots of the probability of
current-driven DWmotion PM (colour scale) as a function of the current
pulse length tp, the pulse amplitude Vp and the magnetic fieldHy (Hx < 0).
Data points are taken every 1Oe, 0.5 ns and 100mV. a–d, Data for varying tp
andHy at indicated values of Vp for HH (a, c) and TT (b, d) DWs; e, f, Data
for varying tp and Vp at indicated values of Hy. HH and TT stand for
head-to-head and tail-to-tail DWs, respectively.
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Probability of escape from pinning potential has oscillatory 
dependence on applied current pulse length

Exact behavior depends on internal structure of domain wall
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CORRECTIONS TO SOLITON EQUATION

• Consider translational mode         of rigid soliton, 

• Current backaction lead to corrections to gyrotropic and damping 
tensor 

m(r−R(t))

|δD̂| ∼ P2

ρSλ2
∼ α

• Leading correction to damping is significant relative to Gilbert 
damping

Wong, C.H. and Tserkovnyak, Y. , PRBr 81, 060303 (2010)

R(t)

δĜ = −P
2

ρS

�
d3rβ(b̂d̂ + d̂b̂),

δD̂ = −P
2

ρS

�
d3r(b̂2 + β2d̂2)

 for typical values in transition metals

exchange length λ ∼ 3 nm

ρ ∼ 100 Ω nm,

α, β ∼ 10−2

p ∼ 1

γ ≈ −1.8× 1011 rad/s T

M ∼ 106 A/m
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• Skyrmion in the core to 
minimize exchange energy 

• Meron outside the core to 
minimize magnetostatic energy 
by  avoiding magnetic charges 
on surfaces 

VORTEX PROFILE

w!z , z̄ "!!
ı
c
z"a

1" āz
"z"a"#c"1" āz"

ı
!z"a "!1"az̄ "

"z"a""1" āz"
"z"a"#c"1" āz",

!2"

where the components of the magnetization vector are ex-
pressed as mx$ımy!2w/(1$ww̄) and mz!(1"ww̄)/(1
$ww̄) through the complex function w(z , z̄) of the complex
variable z!X/R$ıY /R , the horizontal line over a variable
denotes the complex conjugation z̄!X/R"ıY /R , the straight
brackets stand for the absolute value of a complex number
"z"2!zz̄ . The expression !2" gives the magnetization distri-
bution minimizing the functional !1" for all values of a scalar
parameter c, related to the radius of the vortex core and a
complex parameter a!XC /R$ıYC /R , describing the posi-
tion of the vortex center. The case of a!0 corresponds to
the Usov’s and Peschany’s vortex solution5 which satisfies
the conditions (m! •n! )S!0 and ($m! /$n! )S!0 on the side-dot
boundary. The conformal mapping z⇒(z"a)/(1" āz)
used13 to obtain Eq. !2" holds the boundary condition
($m! /$n! )S!0 unchanged, whereas the side magnetic charges
(m! •n! )S appear. If the magnetic field is applied along Y axis
it is clear from the symmetry that the vortex will be dis-
placed parallel to the X axis, which allows to assume that the
parameter a is real. The expression !2" yields correct limiting
cases a!0 !centered vortex" and a!1 !single domain or
saturated dot" and is applicable at small enough R and L. The
example distribution at an intermediate value of a is given in
Fig. 1. To find particular values of the parameters a and c

corresponding to the given dot geometry, material, and ap-
plied magnetic field it is necessary to include into consider-
ation the magnetostatic and Zeeman energies.
The magnetostatic energy has two surface !on the dot

faces and sides" and a negligible !for small dot thickness"
volume contributions. To simplify the further consideration
we shall assume that the dot thickness is small enough to
neglect the volume magnetostatic contribution.
In the further calculations two polar coordinate systems

with the same notation for coordinates r , % will be used.
One of the coordinate systems will be centered in the dot
center and have the dimensionless polar radius &!r/R . The
other coordinate system centered at the vortex core center is
also polar, because the vortex core !the region of the dot with
nonzero mz) has exactly the circular boundary for all values
of a. The center of the vortex core !note the difference with
the vortex center where mz!1) is situated at the coordinates
XV!a(1"c2)/(1"a2c2), YV!0 for real a, and its radius
RV!c(1"a2)/(1"a2c2). The dimensionless polar radius
for the coordinate system centered at the vortex core is &
!r/RV .
The density of magnetic charges produced by the distri-

bution !2" on the faces of the dot in the polar coordinate
system centered at the vortex core is

mz!'!& ,%"!cos (
1"&2

1$&2"2& sin ( cos%
, !3"

with (!2 arctan(ac). The magnetostatic energy of these
charges normalized to 4)MS

2V(V!L)R2 is the dot volume,
all energies further in the text will be given in this normal-
ization" is

eMS
face!

EMS
face

4)MS
2V

!
RV
3

LR2
*G!0 ""G!L/RV"+ , !4"

where

G!x "!# '!&1 ,%1"'!&2 ,%2"&1 d&1&2 d&2 d%1 d%2

!2)"2!x2$&1
2$&2

2"2&1&2 cos!%1"%2"
,

!5"

the integration runs from 0 to 1 in &1 , &2 and from 0 to 2)
in %1 , %2. Assuming that the parameter ac is small !which
is justified by our numerical calculations, also see the caption
to Fig. 1" the last expression in zeroth order in ac is

eMS
face!

c3!1"a2"3

g $ GU!0 ""GU% g

c!1"a2"& ' !6"

where GU(x)!G(x ,(→0) is the magnetostatic function of
nondisplaced vortex core5 and g!L/R . While this expres-
sion is approximate it captures the details of the exact one !4"
well, and has error not more than 1% as we have checked
numerically.
The surface magnetic charges on the sides of the dot are

FIG. 1. The magnetization distribution !2" with the equilibrium
values a,0.14 and c,0.092 corresponding to a permalloy (LE
!18 nm) cylinder with R!150 nm, L!15 nm in the magnetic
field h!H/(4)MS)!"0.025 applied parallel to the cylinder 0Y
axis. The out-of-plane magnetization component on the line Y!0 is
shown on the upper plot.
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vortex core size ~ λ ≡
�

Axc/µ0M2 ∼ 3 nm,
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  VORTEX GYRATION IN SPIN VALVE
Applied perpendicular DC current drives vortex motion via 
Slonczewski spin torque Q. Mistral et. al.,  PRL, 100(2008) 257201.

Hst =
�

σPI
πa2

�
p×m

spin polarization direction of applied current

spin transfer efficiency σ

p

A simple model of spin transfer

Current-Driven Vortex Oscillations in Metallic Nanocontacts

Q. Mistral,1 M. van Kampen,2 G. Hrkac,3 Joo-Von Kim,1,* T. Devolder,1 P. Crozat,1

C. Chappert,1 L. Lagae,2 and T. Schrefl3

1Institut d’Electronique Fondamentale, UMR CNRS 8622, Université Paris-Sud, 91405 Orsay cedex, France
2IMEC, Kapeldreef 75, B-3001 Leuven, Belgium

3Department of Engineering Materials, University of Sheffield, Sheffield S1 4DU, United Kingdom
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We present experimental evidence of subgigahertz spin-transfer oscillations in metallic nanocontacts
that are due to the translational motion of a magnetic vortex. The vortex is shown to execute large-
amplitude orbital motion outside the contact region. Good agreement with analytical theory and micro-
magnetics simulations is found.

DOI: 10.1103/PhysRevLett.100.257201 PACS numbers: 75.75.+a, 72.25.Pn, 75.60.!d, 85.75.!d

Lateral confinement in magnetic nanostructures leads to
the appearance of complex magnetic states. The magnetic
vortex is one pertinent and well-studied example, which
has gained renewed interest due to improved lithography
and fabrication techniques. The dynamics of such topo-
logical objects is, in part, governed by the confining po-
tential. For instance, magnetic vortices possess a
translational mode by which the vortex core executes a
spiralling motion about its equilibrium position [1,2].
Recent experimental studies have demonstrated resonance
phenomena with such cores [3–7], and proposals have
been made for magnetic resonators based on these objects.

Recent experiments have shown that magnetic vortices
can be brought into a self-oscillatory state [8]. This is
achieved with the spin-transfer effect, whereby a spin-
polarized current transfers spin-angular momentum to the
magnetic structure, giving rise to an additional torque
exerted on the magnetization [9,10]. The spin transfer
compensates the natural dissipation processes under cer-
tain conditions, leading to self-sustained oscillations. The
self-oscillator here is driven by a constant electric current
only, in contrast to a resonator in which oscillations are
driven by a periodic external force. While current-driven
oscillations related to spin waves in magnetic multilayers
are well-studied [11–13], Ref. [8] provides the first con-
clusive evidence of self-sustained oscillations for a topo-
logical structure.

In the context of spin transfer, confinement can also arise
from the distribution of applied current itself. One perti-
nent example is the metallic point contact in which the
current is applied through a small metallic cross section in
contact with a continuous magnetic film [13]. In the ab-
sence of any applied currents, a vortex can exist in a
continuous film, but, aside from sample edges and point
defects, there is no magnetic potential in which vortex
oscillations can take place. In the presence of an applied
current, however, the Oersted fields produce an attractive
potential centered at the contact center. Earlier experimen-
tal studies have provided hints at the existence of vortex
modes, but no quantitative explanations for the observed

low-frequency excitations were given [14]. In this Letter,
we show that the cylindrical nature of the Oersted fields,
generated by the applied current, is favorable to the crea-
tion of a magnetic vortex and provides a potential in which
the vortex oscillates. Moreover, we demonstrate that the
subgigahertz frequencies of these vortex self-oscillations
result from a vortex orbit that is actually outside the contact
region.

The experimental system studied is a metallic point
contact deposited on a metallic spin-valve stack. The mul-
tilayer is composed of Ta"3:5 nm#=Cu"40#=Ta"3:5#=
Ni80Fe20"3#=IrMn"7#=Co90Fe10"3:5#=Cu"3#=Ni80Fe20"4#=
Pt"3#. The NiFe (4 nm) layer is the magnetic free layer, and
the CoFe layer, which is exchange biased by the IrMn
antiferromagnet, serves as a reference layer for the giant
magnetoresistance and spin transfer. The layers are sputter
grown in an ultrahigh vacuum system with a base pressure

FIG. 1 (color online). (a) SEM and (b) AFM image of point
contact. (c) Low-frequency PSD (power spectral density) mea-
sured at !0H $ 0:21 T for several applied currents. Inset of
(c): CPW and applied field geometry.

PRL 100, 257201 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
27 JUNE 2008

0031-9007=08=100(25)=257201(4) 257201-1  2008 The American Physical SocietyConsider large amplitude vortex dynamics in point contact 
device, neglecting boundary  effects 
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 VORTEX ORBITAL MOTION 
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 C. H. Wong and Y. Tserkovnyak,  PRB, 81 (2010) 060404.

magnus force

viscosity spin transfer

Wednesday, July 28, 2010



CORRECTIONS TO CIRCULAR ORBIT
Applied DC current generates Oersted field which creates linear 
confining potential, resulting in stable orbits, while spin torque 
drives precession.

In-plane “Eddy” currents circulating in vortex core causes additional 
damping which is measurable in orbit radius and frequency, and 
dissipation power

ω0

R0

Mistral et al. PRL 100 257201, 

dω0/dI ∼ 10 MHz/mA

P = D

�
AI

G

�2

R0 =
BG

AD
, ω0 = − AI

GR0

δD

D
=

δω0
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δP

P
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Application as a DC tunable, high Q oscillator 
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 Diffusive current exerts a counter spin-torque

In the incompressible limit

The spin forces are

INDUCED CHEMICAL POTENTIAL

Wong, C.H. and Tserkovnyak, Y. , PRBr 81, 060303 (2010)

∇2µ = Pe∇ · F

jD = ∇µ/eρ

F = e + f

e = Ṙ× b f = βd̂ · Ṙ.

τD = P(1 + βm×)(jD · ∇)m
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CONCLUSION
• In spin-textured metallic ferromagnets, a geometrical 

interaction arises between collective spin density and 
itinerant electrons

• The phenomenology is captured by the theory of  “Spin 
magnetohydrodynamics”

•   Hydrodynamic back action generate gradient 
corrections to the Landau-Lifshitz-Gilbert equation and 
corresponding soliton equations

•  Corrections are sensitive to spin texture geometry and 
can be observed in soliton dynamics in spin valve 
structures.
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