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Fig. 1. Compilation of direct observational constraints on reionization (see also [3]). The Ly! forest measurements with errors and the proximity
zone point in the lower panel are taken from [7,12], the other Ly! forest points from [12], the proximity zone point in the upper panel from [14,15],
the Ly! galaxy constraint from [16–18], and the GRB point from [19]. The shaded box shows the 1" errors on the reionization redshift from the
3-year WMAP data [20], assuming that it is instantaneous. Note that these are approximate limits (at best) and depend upon a number of theoretical
assumptions (see text).

throughout galaxies and the IGM? Was the IGM clumpy at these early epochs, or did it remain smooth until later on?
How did feedback regulate the formation of galaxies, and what types—radiative, mechanical, or chemical—were most
important? How and when did the first supermassive black holes form, and what role did they play in galaxy formation?

A particularly fascinating set of questions relate to the epoch of reionization, the hallmark event of the high-redshift
Universe. It is the point at which structure formation directly affected every baryon in the IGM, even though only a
small fraction of them actually resided in galaxies. It also marked an important phase transition for galaxies: once
the IGM was ionized, it became transparent to ultraviolet (UV) photons—a dawn (of sorts) for the young galaxies
inhabiting the high-redshift Universe.

Precisely because its astrophysics is so rich, this phase is much easier to explore than the dark ages—although,
even so, only in the last few years has it finally become accessible. So far, nearly all of the observational attention
has focused on understanding reionization itself (see [3] for a recent review). Fig. 1 summarizes all the existing direct
measurements of the IGM ionization state at z > 5. The most straightforward come from quasar absorption spectra: as
at lower redshifts, the Ly! forest offers a powerful window into the IGM and specifically the ionized fraction xi (or the
neutral fraction xHI; we will use overbars to denote global averages of these quantities). With its large sky coverage, the
Sloan Digital Sky Survey (SDSS) has proven particularly useful in extending this test to high redshifts and has (to date)
identified 19 bright quasars at z > 5.74 [4–7]. Unfortunately, inferring the neutral fraction from these measurements
requires a theoretical model, because only the rarest voids in the IGM allow light to pass through; thus only the tail of
the IGM density distribution is directly sampled, and its properties must be extrapolated to the bulk of the matter [8,9].
Inserting a model based on simulations of the lower-redshift Ly! forest [10] (shown by the solid triangles) implies that
the neutral fraction evolved rapidly at z!5 [7,11]; because we expect reionization to proceed rapidly, this may indicate
that it ended at about this time. However, other models are consistent with a much more gentle evolution; for example,
extrapolation from empirical fits to Ly! forest measurements at 1.7 < z < 5.6 (shown by the crosses) requires no break
in the smooth evolution at z > 6 [12] (see also [8,13]).

However, because the Ly! forest probes specific lines of sight and resolves features radially, it contains much more
information than just x̄i (z). One example is the “proximity zone,” which is the region of the IGM directly influenced by

Given current observations 
what bounds can we place 
on the reionization history?

Furlanetto, Oh, Briggs 2006



Observational constraints on reionization 3

Temperature constraints? These come from z <
4 Lya forest measurements. Not sure whether these
would be useful as well. They basically constrain
reionization if it happens too early, since then the
IGM cools down too far. Would be fairly straight-
forward to model the temperature evolution pro-
vided the heating comes from photoionization. He-
lium reionization is likely to be important to this
as well, so an extra level of complexity would be
required.

Our approach is different from that of (Choudhury &
Ferrara 2005, 2006) who attempt to model a diverse set
of observational data self-consistently. They account for
quasars and temeprature constraints, but quote only a best
fit model giving no indication of the uncertainty from their
model.

3 INFERENCE OF IONIZATION HISTORY

We wish to attempt predictions for 21 cm observations. To
do this we make use of Bayes theorem

p(w|D, M) =
p(D|w, M)p(w|M)

p(D|M)
, (2)

where M is a model with parameters w and D is the com-
bination of constraints on Γ−12 and τ . Since each model
provides a definite prediction for xi(z) this allows us to cal-
culate the probability distribution for xi at a given redshift
from

p(xi|M) =

Z
dw p(w|D, M)δ[xi(w|M)− xi] (3)

The evidence p(D|M) provides an overall normalization
for the poterior probability p(w|D, M). We must specify our
prior p(w|M) on the space of model parameters. For sim-
plicity, we take flat priors over a specified range for each
parameter, thus p(w|M) = const. Our choice of prior should
only be important if the data only weakly constrains the
ionization history.

It is very difficult to escape the need for highly arbitrary
forms for our modeling of Ṅion . The evolution of sources is
likely to be complex and to be resistant to description by a
small set of numbers. However, by looking at a handful of
models and seeing if the predictions are relatively consistent,
we can still hope to obtain meaningful predictions.

Calculate p(D|M) from liklihood assuming Gaus-
sian errors

final piece of inference is to look at evidences
and see if the data favours one parametrization over
another

The evidence for a given model M with parameters w
can be calculated from

p(D|M) =

Z
dw p(D|w, M)p(w|M). (4)

This gives a measure of how well the model fits the data
given the priors and can be used to distinguish which of
several models provides a better fit to the data. Since the
priors enter in the evidence allows a way of determining
whether adding extra parameters to a model is useful or
simply gives too much flexibility to the model.

4 MODELING REIONIZATION

It has been customary to treat, the more directly con-
strained, Γ as primary and use it to derive constraints on
the emission rate of ionizing photons per unit comoving vol-
ume Ṅion. This is then used to calculate the HII region filling
fraction QHII using

dQHII

dt
=

Ṅion

nH(0)
−QHIICHIInH(0)(1 + z)3αA(T ). (5)

Note that we assume case-A recombination.
Unfortunately, it is difficult to convert constraints on Γ

into robust constraints on xe(z) at z > 6 since reionization
is an extremely inhomogeneous process and the distribution
of different HII bubble sizes must be taken into account. At
z < 6 once the bubbles have percolated this conversion is
more tractable. Hence, we will take Nion to be our primary
input given a presciption for source evolution and use it to
calculate the corresponding Γ values.

This is done following the approach of Bolton &
Haehnelt (2007). We use the relation

Ṅion = 1051.2 Γ−12

“αS

3

”−1
„

αb + 3
6

« „
λmfp

40Mpc

«−1 „
1 + z
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«−2

s−1 Mpc−3

(6)
to connect Γ and Ṅion. Here αS is the spectral index of the
source and αB is the effective spectral index of the ionizing
radiation, which may be different from that of the sources
due to reprocessing of the emitted radiation. For this to
be applied we must model the mean free path for ionizing
photons. This is based upon the post-overlap reionization
model of (Miralda-Escudé et al. 2000). In this picture, the
mean free path of a photon is given by

λmfp = λ0(1 + z)[1− FV (∆ < ∆i)]
−2/3. (7)

Here FV (∆i) is the fraction of gas by volume contained in
regions with density ∆ < ∆i. Calculating this requires a
knowledge of the probability distribution of dense regions
PV (∆), which we take from (Miralda-Escudé et al. 2000).

Following the argument of Furlanetto & Oh (2005), we
associate the column density of a Lyman limit system to the
critical density by assuming that the characteristic size is the
local Jeans length (Schaye 2001) and that photoionization
equilibrium holds. This gives the critical overdensity for a
self-shielding clump as

∆i ≈ 49.5

„
T

104 K

«0.13 „
1 + z

7

«−3

Γ2/3
−12. (8)

Although in Miralda-Escudé et al. (2000) they take
λ0H(z) = 60 km s−1, the analysis of Furlanetto & Oh
(2005) shows that this is likely a factor of two too large.
This is important, since this value feeds into the connec-
tion between Γ−12 and Ṅion. An extra factor of two in λ0

translates into almost an extra factor of two flexibility in
Ṅion.

Here we are correcting for the distribution of systems
with differing column density to incorporate the cumulative
effect of lower column-density systems. The more precise
absorption probability per unit length λ−1

0 , for a photon at
the hydrogen ionization absorption edge is (Miralda-Escudé
2003)

1
λ0

=

R∞
0

dτ τ−2β/3(1− e−τ )R∞
1

dτ τ−2β/3λLLS
=

2.0
λLSS

, (9)
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Ṅion.

Here we are correcting for the distribution of systems
with differing column density to incorporate the cumulative
effect of lower column-density systems. The more precise
absorption probability per unit length λ−1

0 , for a photon at
the hydrogen ionization absorption edge is (Miralda-Escudé
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Observations

the order of 1 megaparsec, currently provides the
most rigorous constraints on intermediate models
of “warm,” more massive, dark matter (25, 26).

The bulk of research on cosmic structure, in
particular from the Lya forest and galaxy
surveys, has thus far focused on observations in
the optical part of the electromagnetic spectrum.
Astronomy, however, is an increasingly multi-
wavelength endeavor, and the study of the cos-
mic web is poised to follow this trend as new
frontiers are explored. Accordingly, new oppor-
tunities for novel theoretical calculations and ob-
servational discoveries abound.

One of the most exciting frontiers of contem-
porary cosmology is the early universe, when the
first stars and galaxies formed and illuminated
their surroundings. During this epoch of “reion-
ization,” electrons were unbound from hydrogen
atoms (which had combined to become neutral at
the time the anisotropies were imprinted in the
cosmic microwave background) by ultraviolet
radiation, which had begun filling intergalactic
space. Neutral hydrogen before and during re-
ionization can potentially be observed through its
emission of 21-cm radio radiation. Several low-
frequency observatories—such as the Murchison

Widefield Array (MWA) in Western Australia,
the Low Frequency Array (LOFAR) in the Neth-
erlands and, ultimately, the Square Kilometer
Array (SKA)—are being planned, constructed,
or entering service to detect this redshifted emis-
sion. Simultaneously, ever more powerful infra-
red telescopes are attempting to discover the first
sources of light directly. This is in fact a primary
scientific goal of the James Webb Space Tele-
scope, the Hubble Space Telescope’s successor
scheduled for launch in 2013, as well as of very
large ground-based observatories.

New windows are also now opening on the
lower-redshift universe. A new ultraviolet spec-
trograph, the Cosmic Origins Spectrograph
(COS), will be installed aboard Hubble during
its 2008 servicing mission and will provide a
direct and detailed probe of the cosmic distri-
bution of helium at intermediate redshifts. Be-
cause more energetic photons are required to
doubly ionize helium, it is thought to have been
fully ionized later than hydrogen, near the peak
of quasar activity. The study of helium reioniza-
tion thus promises to become a powerful probe of
quasar activity and its feedback on the inter-
galactic medium in the very near future.

At still lower redshifts, the nonlinear growth
of cosmic structure shocks the intergalactic
medium, heating it to temperatures up to 107 K
(27, 28). The high temperatures in the local “warm-
hot intergalactic medium,” or WHIM, imply that
yet heavier elements are ionized and hence that
higher-energy wavelengths, including x-rays, are
the probes of choice for this physical regime.

Each of these observations is, however, ac-
companied by theoretical challenges. The epochs
of hydrogen and helium reionization involve non-
equilibrium radiative transfer phenomena, which
are only beginning to be included in cosmological
simulations. Simulations must evolve large re-
gions of the universe to overcome cosmic vari-
ance and capture the large scales of reionization,
yet high resolution is needed to resolve the
sources and sinks of radiation, as well as the
clumpiness of the gas. At the present time, ap-
proximations are used to treat the problem with
available computational resources and explore
the important effects without resorting to prohib-
itive, fully self-consistent radiation hydrodynam-
ics (29, 30). Feedback processes such as galactic
winds and metal enrichment are only crudely, if
at all, included and may be particularly important
to understand the low-redshift high-energy absorp-
tion. Moreover, star and galaxy formation and
quasar activity are often modeled using prescrip-
tions, which, albeit physically motivated, do not
offer the satisfaction of ab initio calculations.

As the rich array of new and diverse obser-
vations promises a wealth of surprises, will the
theoreticians be clever enough to provide results
with true predictive power for the multiwave-
length cosmic web?
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Fig. 2. Illustration of
the Lya forest. An ob-
server looks at a distant
quasar. Neutral hydro-
gen tracing the cosmic
web produces absorp-
tion features, collect-
ively known as the Lya
forest, in the quasar
spectrum. The figure
shows a line of sight
through a cosmological
simulation, with the re-
sulting mock Lya forest
compared to the spec-
trum of an actual qua-
sar, known as Q1422,
and located at redshift
z = 3.6 (spectrum cour-
tesy of M. Rauch, Observ-
atories of the Carnegie
Institution of Washing-
ton, Pasadena, CA, and
W. Sargent, California
Institute of Technology,
Pasadena, CA). The sim-
ilarity between the mock
and actual spectra is re-
markable, unambigu-
ously elucidating the
nature of the Lya forest
as the imprint of cos-
mological fluctuations.
Each spectrum has been
normalized by its con-
tinuum level.
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ABSTRACT

Explore impact of 21 cm observations on reionization history given current CMB
and Lya forest constraints.

1 INTRODUCTION

The layout of this paper is as follows. In §2 we recap the cur-
rent observational constraints on reionization that we will be
using in our analysis. We then discuss in §3 the formalism for
using these constraints to infer the ionization history given
a particular model for reionization. How to model reioniza-
tion given a population of sources is the topic of §4, which
sets the framework for the models of sources that we dis-
cuss in §5. In §6, we use this formalism to place constraints
on model parameters and calculate probability distributions
for the neutral fraction in different redshift bins. Finally, we
conclude in §8.

Throughout this paper, we assume a cosmology with
Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.046, H = 100h km s−1 Mpc−1

(with h = 0.7), nS = 0.95, and σ8 = 0.8, consistent with the
latest measurements (Spergel et al. 2007).

More natural organisation of paper is to 1) de-
scribe method for inferring ionization history 2) de-
scribe observational constraints in detail 3) describe
modeling in detail 4) describe results for different
models for ionization history 5) describe ”predic-
tions” for 21 cm observations and some sensitivity
calculation 6) conclude.

2 OBSERVATIONAL CONSTRAINTS ON
REIONIZATION

Need to resolve exactly what each probe constrains
and how they interconnect. What does CMB optical
depth really respond to? Volume weighted neutral
fraction maybe?

Constraints on reionization group into two types: those
that constrain the free electron fraction xe(z) and those that
constrain the astrophysical sources driving reionization. In
the first category, we place CMB constraints on the optical
depth to the surface of last scattering

τCMB =

Z zCMB

0

dz
dt
dz

xe(z)nH(z)σT . (1)

Note that this constrains the average free electron fraction

Figure 1. CMB 1− σ constraints on the optical depth τCMB.

xe(z) via an integral over redshfit. It thus contains informa-
tion about Helium reionization at z ∼ 3 and any exotic pro-
cesses before star formation begins at z ∼ 25. Inconsistency
between the value of τCMB and other constraints on the ion-
ization history during reionization would thus be indicative
that other processes were responsible for modifying the ion-
ization history at high redshift. Figure 1 shows a graphical
summary of CMB constraints on the optical depth.

The WMAP5 observation constrains τCMB = 0.087 ±
0.017 (Dunkley et al. 2009). This represents a significant
improvement in precision on the WMAP3 value of τCMB =
0.09± 0.03 (Spergel et al. 2007), most of which comes from
improved measurement of the TE and EE power spectra. In
the near term, we expect only incremental improvements due
to increased integration time in this constraint from WMAP.
Planck, however, will have considerably better polarisation
sensitivity and predictions are for constraints at the level
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Figure 5. Left: marginalized probability distribution for zreion in the standard model with instantaneous reionization. Sudden reionization at z = 6 is ruled out at
3.5σ , suggesting that reionization was a gradual process. Right: in a model with two steps of reionization (with ionization fraction xe at redshift zr , followed by full
ionization at z = 7), the WMAP data are consistent with an extended reionization process.

Figure 6. Effect of foreground treatment and likelihood details on !CDM parameters. Left: the number of bands used in the template cleaning (denoted “T”) affects
the precision to which τ is determined, with the standard KaQV compared to QV and KaQVW, but has little effect on other cosmological parameters. Using maps
cleaned by Gibbs sampling (KKaQV (G)) also gives consistent results. Right: lowering the residual point source contribution (denoted lower ptsrc) and removing the
marginalization over an SZ contribution (no SZ) affects parameters by < 0.4σ . Using a larger mask (80% mask) has a greater effect, increasing "bh

2 by 0.5σ , but is
consistent with the effects of noise.

that feedback produces a prolonged or perhaps even, multiepoch
reionization history.

While the current WMAP data constrain the optical depth
of the universe, the EE data does not yet provide a detailed
constraint on the reionization history. With more data from
WMAP and upcoming data from Planck, the EE spectrum will
begin to place stronger constraints on the details of reionization
(Kaplinghat et al. 2003; Holder et al. 2003; Mortonson & Hu
2008). These measurements will be supplemented by measure-
ments of the Ostriker–Vishniac effect by high-resolution CMB
experiments which is sensitive to

∫
n2

edt (Ostriker & Vishniac
1986; Jaffe & Kamionkowski 1998; Gruzinov & Hu 1998), and
discussed in, e.g., Zhang et al. (2004).

3.1.2. Sensitivity to Foreground Cleaning

As the E-mode signal is probed with higher accuracy, it
becomes increasingly important to test how much the constraint
on τ , zreion, and the other cosmological parameters, depend on

details of the Galactic foreground removal. Tests were done
by Page et al. (2007) to show that τ was insensitive to a
set of variations in the dust template used to clean the maps.
In Figure 6 we show the effect on !CDM parameters of
changing the number of bands used in the template-cleaning
method: discarding the Ka band in the “QV” combination, or
adding the W band in the “KaQVW” combination. We find
that τ (and therefore zreion) is sensitive to the maps, but the
dispersion is consistent with noise. As expected, the error bars
are broadened for the QV-combined data, and the mean value
is τ = 0.080 ± 0.020. When the W band is included, the mean
value is τ = 0.100 ± 0.015. We choose not to use the W-band
map in our main analysis, however, because there appears to
be excess power in the cleaned map at # = 7. This indicates a
potential systematic error, and is discussed further by Hinshaw
et al. (2009). The other cosmological parameters are only mildly
sensitive to the number of bands used. This highlights the fact
that τ is no longer as strongly correlated with other parameters,

CMB optical depth

zr=11±1.4
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ABSTRACT

Explore impact of 21 cm observations on reionization history given current CMB
and Lya forest constraints.

1 INTRODUCTION

The layout of this paper is as follows. In §2 we recap the cur-
rent observational constraints on reionization that we will be
using in our analysis. We then discuss in §3 the formalism for
using these constraints to infer the ionization history given
a particular model for reionization. How to model reioniza-
tion given a population of sources is the topic of §4, which
sets the framework for the models of sources that we dis-
cuss in §5. In §6, we use this formalism to place constraints
on model parameters and calculate probability distributions
for the neutral fraction in different redshift bins. Finally, we
conclude in §8.

Throughout this paper, we assume a cosmology with
Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.046, H = 100h km s−1 Mpc−1

(with h = 0.7), nS = 0.95, and σ8 = 0.8, consistent with the
latest measurements (Spergel et al. 2007).

More natural organisation of paper is to 1) de-
scribe method for inferring ionization history 2) de-
scribe observational constraints in detail 3) describe
modeling in detail 4) describe results for different
models for ionization history 5) describe ”predic-
tions” for 21 cm observations and some sensitivity
calculation 6) conclude.

2 OBSERVATIONAL CONSTRAINTS ON
REIONIZATION

Need to resolve exactly what each probe constrains
and how they interconnect. What does CMB optical
depth really respond to? Volume weighted neutral
fraction maybe?

Constraints on reionization group into two types: those
that constrain the free electron fraction xe(z) and those that
constrain the astrophysical sources driving reionization. In
the first category, we place CMB constraints on the optical
depth to the surface of last scattering

τCMB =

Z zCMB

0

dz
dt
dz

xe(z)nH(z)σT . (1)

Note that this constrains the average free electron fraction

Figure 1. CMB 1− σ constraints on the optical depth τCMB.

xe(z) via an integral over redshfit. It thus contains informa-
tion about Helium reionization at z ∼ 3 and any exotic pro-
cesses before star formation begins at z ∼ 25. Inconsistency
between the value of τCMB and other constraints on the ion-
ization history during reionization would thus be indicative
that other processes were responsible for modifying the ion-
ization history at high redshift. Figure 1 shows a graphical
summary of CMB constraints on the optical depth.

The WMAP5 observation constrains τCMB = 0.087 ±
0.017 (Dunkley et al. 2009). This represents a significant
improvement in precision on the WMAP3 value of τCMB =
0.09± 0.03 (Spergel et al. 2007), most of which comes from
improved measurement of the TE and EE power spectra. In
the near term, we expect only incremental improvements due
to increased integration time in this constraint from WMAP.
Planck, however, will have considerably better polarisation
sensitivity and predictions are for constraints at the level
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redshift galaxies and the unknown escape fraction of ionizing
photons.

In the near future, it is hoped that observations of the
redshifted 21 cm line of neutral hydrogen will provide a di-
rect probe of the state of the IGM at redshifts z = 6 − 15.
Low frequency interferometers such as LOFAR2, MWA3,
PAPER4, and SKA5 should, in principle, be able to map
the ionization state of the IGM giving direct measurements
of the ionized fraction xi at several different redshifts. It is
also hoped that future observations of high-redshift gamma
ray bursts (GRB) will illuminate the state of the Lyα forest
at yet higher redshifts (Bromm & Loeb 2006; McQuinn et al.
2008) and the recent observation of a z ≈ 8 GRB (Tanvir
et al. 2009) seems cause for optimism.

On the theoretical side, numerical simulations offer one
way of trying to reconcile these different observations and a
variety of groups have made concrete progress in this area
(for a recent review see Trac & Gnedin 2009). Analytic mod-
elling is also possible and provides a useful way of explor-
ing a large parameter space in order to assess how different
sources of information constrain reionization. For example,
Choudhury & Ferrara (2005, 2006) attempt to simultane-
ously model many of the above observations with a single
model in a self-consistent way. Despite progress, there is con-
siderable uncertainty in the theoretical modelling of reion-
ization, partly stemming from uncertainty in the relevant
parameters and partly from the complexity of the interac-
tion between different physical processes.

In this paper, we combine these different pieces of obser-
vational evidence in order to quantify our uncertainty on the
reionization history. Given the numerous sources of astro-
physical uncertainty, we argue that it is presumptive to claim
that we can use analytic models to definitively constrain
reionization in detail (e.g. Choudhury & Ferrara 2005). In-
stead we propose arbitrary forms for the evolution of ionizing
photon production. Using these arbitrary forms, we define
the space of plausible models that fit the current data. We
focus on the Lyα forest and CMB observations which most
tightly constrain reionization, and which are most readily
predicted by an analytic model. We use a likelihood based
analysis to place constraints on the ionization history, con-
sidering two different source modelling parametrizations, in
order to assess the systematic uncertainty in our conclusions.

Having made explicit the bounds of our ignorance in the
ionization history, we explore the implications for the signal-
to-noise ratio (S/N) that future 21 cm experiments might
achieve at different redshifts. Finally, we turn this problem
around and ask what 21 cm experiments will tell us about
the reionization history that was not already implicit in our
existing observations.

The layout of this paper is as follows. In §2 we discuss
the current observational constraints on reionization that we
will be using in our analysis. We then discuss in §3 the for-
malism for using these constraints to infer the ionization his-
tory given a particular model for reionization. In §4, we use
this formalism to place constraints on model parameters and

2 http://www.lofar.org/
3 http://www.MWAtelescope.org/
4 Parsons et al. (2009)
5 http://www.skatelescope.org/

Figure 1. Evolution of WMAP 1− σ constraints on the optical
depth τCMB and, for comparison, the predicted error for Planck.

calculate probability distributions for the neutral fraction in
different redshift bins. This is then used to make predictions
for upcoming 21 cm instruments. Finally, we conclude in §5.
The explicit details of our model of reionization are left to
appendix A.

Throughout this paper, we assume a cosmology with
Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.046, H = 100h km s−1 Mpc−1

(with h = 0.7), nS = 0.95, and σ8 = 0.8, consistent with the
latest measurements (Komatsu et al. 2009).

2 OBSERVATIONAL CONSTRAINTS ON
REIONIZATION

We now turn to the existing observational constraints on
reionization. Constraints on reionization fall into two main
types: those, like τCMB, that depend solely upon the ion-
ization history xi(z) and those, like the Lyα forest, that
constrain the sources and ionizing background that drives
reionization. In this section, we discuss existing and future
constraints and specify the data sets that we will use for our
inference. We defer the details of our model of reionization
to Appendix A.

Perhaps the most robust constraint on reionization
comes from WMAP measurements of the optical depth to
the surface of last scattering. Figure 1 graphically illustrates
the evolution of measurements of τCMB . Following the inclu-
sion of improved polarisation measurements in WMAP3, the
best fit value appears to have stabilised with the WMAP5
value τCMB = 0.087 ± 0.017 (Dunkley et al. 2009). Planck,
which will have better polarisation sensitivity, should im-
prove this significantly with Fisher matrix calculations pre-
dicting constraints at the level of στ = 0.005 (e.g. Colombo
et al. 2008), although this may degrade to στ = 0.01 once
foreground modeling is included (Tegmark et al. 2000).

Since observations suggest reionization is essentially
complete by z ≈ 6.5, only a fraction of τCMB requires further
explanation. Assuming hydrogen and HeI are fully ionized
by z = 6.5 and that HeII reionization occurs at z = 3 gives
τCMB = 0.044. This leaves about half of the observed optical
depth ∆τ ≈ 0.043 to be explained by ionization at higher
redshifts.

In the instantaneous model used by the WMAP5 analy-
sis (Dunkley et al. 2009), the observed τCMB corresponds to
a reionization redshift of zri = 11± 1.4. For more extended
models of reionization, such as those of Furlanetto (2006),
full reionization occurs later, but with a significant tail to
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the order of 1 megaparsec, currently provides the
most rigorous constraints on intermediate models
of “warm,” more massive, dark matter (25, 26).

The bulk of research on cosmic structure, in
particular from the Lya forest and galaxy
surveys, has thus far focused on observations in
the optical part of the electromagnetic spectrum.
Astronomy, however, is an increasingly multi-
wavelength endeavor, and the study of the cos-
mic web is poised to follow this trend as new
frontiers are explored. Accordingly, new oppor-
tunities for novel theoretical calculations and ob-
servational discoveries abound.

One of the most exciting frontiers of contem-
porary cosmology is the early universe, when the
first stars and galaxies formed and illuminated
their surroundings. During this epoch of “reion-
ization,” electrons were unbound from hydrogen
atoms (which had combined to become neutral at
the time the anisotropies were imprinted in the
cosmic microwave background) by ultraviolet
radiation, which had begun filling intergalactic
space. Neutral hydrogen before and during re-
ionization can potentially be observed through its
emission of 21-cm radio radiation. Several low-
frequency observatories—such as the Murchison

Widefield Array (MWA) in Western Australia,
the Low Frequency Array (LOFAR) in the Neth-
erlands and, ultimately, the Square Kilometer
Array (SKA)—are being planned, constructed,
or entering service to detect this redshifted emis-
sion. Simultaneously, ever more powerful infra-
red telescopes are attempting to discover the first
sources of light directly. This is in fact a primary
scientific goal of the James Webb Space Tele-
scope, the Hubble Space Telescope’s successor
scheduled for launch in 2013, as well as of very
large ground-based observatories.

New windows are also now opening on the
lower-redshift universe. A new ultraviolet spec-
trograph, the Cosmic Origins Spectrograph
(COS), will be installed aboard Hubble during
its 2008 servicing mission and will provide a
direct and detailed probe of the cosmic distri-
bution of helium at intermediate redshifts. Be-
cause more energetic photons are required to
doubly ionize helium, it is thought to have been
fully ionized later than hydrogen, near the peak
of quasar activity. The study of helium reioniza-
tion thus promises to become a powerful probe of
quasar activity and its feedback on the inter-
galactic medium in the very near future.

At still lower redshifts, the nonlinear growth
of cosmic structure shocks the intergalactic
medium, heating it to temperatures up to 107 K
(27, 28). The high temperatures in the local “warm-
hot intergalactic medium,” or WHIM, imply that
yet heavier elements are ionized and hence that
higher-energy wavelengths, including x-rays, are
the probes of choice for this physical regime.

Each of these observations is, however, ac-
companied by theoretical challenges. The epochs
of hydrogen and helium reionization involve non-
equilibrium radiative transfer phenomena, which
are only beginning to be included in cosmological
simulations. Simulations must evolve large re-
gions of the universe to overcome cosmic vari-
ance and capture the large scales of reionization,
yet high resolution is needed to resolve the
sources and sinks of radiation, as well as the
clumpiness of the gas. At the present time, ap-
proximations are used to treat the problem with
available computational resources and explore
the important effects without resorting to prohib-
itive, fully self-consistent radiation hydrodynam-
ics (29, 30). Feedback processes such as galactic
winds and metal enrichment are only crudely, if
at all, included and may be particularly important
to understand the low-redshift high-energy absorp-
tion. Moreover, star and galaxy formation and
quasar activity are often modeled using prescrip-
tions, which, albeit physically motivated, do not
offer the satisfaction of ab initio calculations.

As the rich array of new and diverse obser-
vations promises a wealth of surprises, will the
theoreticians be clever enough to provide results
with true predictive power for the multiwave-
length cosmic web?
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Fig. 2. Illustration of
the Lya forest. An ob-
server looks at a distant
quasar. Neutral hydro-
gen tracing the cosmic
web produces absorp-
tion features, collect-
ively known as the Lya
forest, in the quasar
spectrum. The figure
shows a line of sight
through a cosmological
simulation, with the re-
sulting mock Lya forest
compared to the spec-
trum of an actual qua-
sar, known as Q1422,
and located at redshift
z = 3.6 (spectrum cour-
tesy of M. Rauch, Observ-
atories of the Carnegie
Institution of Washing-
ton, Pasadena, CA, and
W. Sargent, California
Institute of Technology,
Pasadena, CA). The sim-
ilarity between the mock
and actual spectra is re-
markable, unambigu-
ously elucidating the
nature of the Lya forest
as the imprint of cos-
mological fluctuations.
Each spectrum has been
normalized by its con-
tinuum level.
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The Lyman Alpha Forest and measurements of the effective optical depth
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Here I explore differences between Jamie and Claude’s different approaches to converting

measurements of the Lya effective optical depth into the UV ionizing background.

I. MAPPING τeff TO Γ−12

We wish to convert the observed values of the Lyα effective optical depth, which is defined via

the fractional transmittance

τeff ≡ − log[〈F 〉(z)], (1)

into values for Γ−12 .

Neglecting redshift-space distortions

F = exp(−τ), (2)

where

τ =
πe2fLyα

meνLyα

1
H(z)

R(T )nHIIne

Γ
. (3)

Here we’ve assumed photo-ionization equilibrium in order to caluclate nHI in terms of the recom-

bination rate R(T ) and the photoionization rate Γ.

To good approximation R(T ) = R0T−0.7, with R0 = 4.2× 10−13 cm3 s−1/(104 K)−0.7.

We assume that the IGM gas follows a power-law temperature-density relation of the form

T = T0∆β (4)

where ∆ = 1 + δ.

∗Hubble Fellow; Electronic address: jpritchard@cfa.harvard.edu
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Lyman alpha forest

The ionizing emissivity at z ! 5 327

Table 1. Simulations used in our study of the dependence of !−12 on var-
ious cosmological and astrophysical parameters. A flat universe with "#

= 1 − "m is assumed. The last column lists the factor by which the He II

photoheating rate is multiplied to investigate the effect of gas temperature on
the inferred !−12. All simulations listed have a box size of 15 h−1 comoving
Mpc and contain 2 × 2003 gas and dark matter particles.

Name "m "bh2 h σ 8 n XHe II

15-200 0.26 0.024 0.72 0.85 0.95 1
T1 0.26 0.024 0.72 0.85 0.95 0.2
T2 0.26 0.024 0.72 0.85 0.95 0.5
T3 0.26 0.024 0.72 0.85 0.95 1.5
T4 0.26 0.024 0.72 0.85 0.95 2
M1 0.17 0.024 0.72 0.85 0.95 1
M2 0.40 0.024 0.72 0.85 0.95 1
M3 0.70 0.024 0.72 0.85 0.95 1
M4 1.00 0.024 0.72 0.85 0.95 1
S1 0.26 0.024 0.72 0.50 0.95 1
S2 0.26 0.024 0.72 0.70 0.95 1
S3 0.26 0.024 0.72 1.00 0.95 1
S4 0.26 0.024 0.72 1.20 0.95 1

Table 2. Resolution and box size of our six additional simulations which
have the same parameters as the 15-200 model used for our parameter study.
The mass resolution used for our parameter study simulations is also listed
for comparison.

Name Box size Total particle Gas particle
(comoving Mpc) number mass (h−1 M#)

15-400 15h−1 2 × 4003 6.78 × 105

30-400 30h−1 2 × 4003 5.42 × 106

15-100 15h−1 2 × 1003 4.34 × 107

30-200 30h−1 2 × 2003 4.34 × 107

60-400 60h−1 2 × 4003 4.34 × 107

30-100 30h−1 2 × 1003 3.47 × 108

15-200 15h−1 2 × 2003 5.42 × 106

The different resolution parameters for these simulations are listed
in Table 2. All other aspects of these simulations are identical to the
fiducial 15-200 run.

2.2 Synthetic spectra generation and fiducial parameter
ranges

Synthetic Lyα spectra are constructed at z = 5 and 6 using 1024
random lines of sight drawn parallel to the box boundaries from
each of the simulations (e.g. Theuns et al. 1998). Each line of sight
consists of 1024 pixels. To determine !−12 we rescale the synthetic
spectra to match the mean normalized flux, 〈F〉, observed in the Lyα

forest portion of quasar spectra at z = 5 and 6. This is achieved by
linearly rescaling the optical depths in each pixel of the synthetic
spectra by a constant factor, A, such that

〈F〉 = 1
N

N∑

j=1

e−Aτj = e−τeff , (1)

where τ j is the optical depth in each of the N pixels in the synthetic
spectra and τ eff = −ln 〈F〉 is the observed Lyα effective optical
depth. The !−12 required to reproduce τ eff is then given by !−12 =
!sim/A, where !sim is the ionization rate originally used in the simu-

Figure 1. Observational constraints on the Lyα effective optical depth of
the IGM and its evolution with redshift. The open squares, triangles and
diamonds correspond to the data of Kirkman et al. (2005), Songaila (2004)
and Fan et al. (2006), respectively. The filled circles with error bars show
the estimates for τ eff used in B05, based on the data of Schaye et al. (2003).
The filled inverted triangles with error bars correspond to the constraints on
τ eff we use for this work.

lation. Repeating this procedure for many simulations with varying
cosmological and astrophysical parameters allows one to determine
how !−12 scales with these parameters (e.g. B05; Jena et al. 2005).
The values adopted for τ eff in this study are based on the recent
data published by Fan et al. (2006) and Songaila (2004). These
data are displayed in Fig. 1 along with the lower redshift data of
Kirkman et al. (2005). The filled circles correspond to τ eff measured
by Schaye et al. (2003), used in B05 for determining !−12 at 2 "
z " 4.

Approaching z = 6 there is some debate whether an abrupt transi-
tion (Fan et al. 2002, 2006) or smooth progression (Songaila 2004;
Becker et al. 2007) in the redshift evolution of τ eff is a better fit to the
observational data. Rather than attempt to parametrize the redshift
evolution of τ eff, we bin the data into redshift bins of width 'z =
0.25 and compute the mean in each bin. These are shown at z = 5
and 6 as the filled inverted triangles in Fig. 1, with corresponding
uncertainties estimated from the interquartile range of the binned
data. Note that at z ∼ 6 some quasar sightlines exhibit a full Gunn
& Peterson (1965) trough, and therefore only a lower limit on τ eff,
and hence upper limit on !−12, may be obtained (Fan et al. 2006).
The fiducial values for the Lyα effective optical depth adopted for
this study are therefore τ eff = 2.07+0.23

−0.27 at z = 5 and a lower limit of
τ eff > 5.50 at z = 6, corresponding to 〈F〉 = 0.127+0.038

−0.027 and 〈F〉 <

0.004, respectively.
In addition, we must also make some assumptions for the other

simulation input parameters on which the IGM Lyα opacity depends.
The adopted fiducial values and uncertainties for the cosmological
parameters are "m = 0.26 ± 0.04, "bh2 = 0.024 ± 0.01, h = 0.72 ±
0.04 and σ 8 = 0.85 ± 0.05. These are consistent with the combined
analysis of the third-year WMAP and Lyα forest data (Seljak et al.
2006; Viel et al. 2006). Unfortunately, there are currently no reliable
constraints on the thermal state of the IGM at z > 4. However, the
slope of the effective equation of state for the low-density IGM, T
= T0'

γ−1, is likely to be well bracketed by assuming γ = 1.3 ± 0.3
(Hui & Gnedin 1997; Valageas, Schaeffer & Silk 2002). We adopt

C© 2007 The Authors. Journal compilation C© 2007 RAS, MNRAS 382, 325–341
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FIG. 2: The starting point for the calculation of Γ−12 is the effective optical depth. Shown here are the

measurements from BH05 (blue) and FG08 (red). The points at z = 2 and z = 4 overlap, while the points

at z = 4 lie just outside of the error bars. The points at z = 5 and z = 6 clearly follow on from the trend

set by the lower points.

A. thermal history

Important differences between the two papers. For the temperature-density relation

T = T0∆β (6)

where β = γ − 1 connects two common notations. FG08 use data from Zaldarriaga+ 2001 (con-

straints from small-scale Lya Forest power spectrum suppression) to get T0 = (2.1 ± 0.45), (2.3 ±

0.35), (2.2± 0.2)× 104 K at z = 2.4, 3.0, and 3.9. They use β = 0.62 appropriate for early reioniza-

tion.

BH07 assume T0 = 1± 0.5× 104 K and β = 0.3± 0.3 to bracket the uncertainties. In BHVS05

they use similar parameter values.

Therefore there are significant differences between the assumptions regarding the thermal history

between the two methodologies and the parameters chosen.

The difference between the green and yellow points in Figure 3 shows the difference between

using these two parameter sets to translate the BH07 τeff values into Γ−12 values. The BH07

Faucher-Giguere+ 2008

Faucher-Giguere+ 2008



Connecting Lya forest to CMB

1. Convert mean transmittance to ionizing background

2. Connect ionizing background to sources

3. Use source prescription to calculate ionization history

4. Use ionization history to calculate CMB optical depth
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abstract

I. INTRODUCTION

xe(z) =






1 z ≤ 7

xe 7 < z ≤ zr

0 z > zr

Ṅion = 1051.2 Γ−12

(αS

3

)−1
(

αS + 3(2− γ)
6

)
×

(
λmfp(ν0)
40 Mpc

)−1 (
1 + z

7

)−2

s−1 Mpc−3. (1)

δTb = βδ + βxδxHI + βT δTk + βαδα − δ∂v (2)

Tb = 27xHI(1 + δb)
(

TS − Tγ

TS

) (
1 + z

10

)1/2

mK (3)

τeff → Γ−12 → Ṅion → Qi ← τCMB

σPlanck
τ = 0.005
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Here I explore differences between Jamie and Claude’s different approaches to converting

measurements of the Lya effective optical depth into the UV ionizing background.

I. MAPPING τeff TO Γ−12

We wish to convert the observed values of the Lyα effective optical depth, which is defined via

the fractional transmittance

τeff ≡ − log[〈F 〉(z)], (1)

into values for Γ−12 .

Neglecting redshift-space distortions

F = exp(−τ), (2)

where

τ =
πe2fLyα

meνLyα

1
H(z)

R(T )nHIIne

Γ
. (3)

Here we’ve assumed photo-ionization equilibrium in order to caluclate nHI in terms of the recom-

bination rate R(T ) and the photoionization rate Γ.

To good approximation R(T ) = R0T−0.7, with R0 = 4.2× 10−13 cm3 s−1/(104 K)−0.7.

We assume that the IGM gas follows a power-law temperature-density relation of the form

T = T0∆β (4)

where ∆ = 1 + δ.
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The observations of τeff come from averaging over the spectra of many quasars. We therefore

average the transmittance (specified by the above equations as a function of ∆) over a probability

density function (pdf) for ∆ to get

〈F 〉(z) =
∫ ∞

0
d∆P (∆; z) exp(−τ). (5)

This integral obtains most of its contribution from under- or low-density regions (see Figure

1), with non-zero transmittance. At lower z, where the mean density is lower, larger overdensities

begin to contribute.

In consequence, given the above equations, a pdf for ∆, and knowledge of T0 and β we can map

a given value of τeff to the corresponding value of Γ−12 .

Although it would be best to get a pdf from simulations, the one from MHR00 provides a pretty

good fit over the range of densities that we’re interested in.

II. RESULTS

FIG. 1: Top panel: The pdf for ∆ = 1 + δ from MHR00. Note the lognormal shape with a long power

law tail at high ∆. This pdf has been shown to fail for ∆ ! 10 and is also suspect at very low ∆. Bottom

panel: The kernel for calculating the mean transmittance 〈F 〉. It peaks at ∆ ∼ 0.3 corresponding to slightly

underdense regions. The calculation will be affected by errors in the pdf at low ∆.
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FIG. 4: Compilation of observational constraints on T0 and β = γ− 1. Lots of scatter, but broadly speaking

the data seem to prefer T0 ≈ 2.0 × 104 K and β ≈ 0.3. Matt’s models for HeII reionization track thermal

evolution and suggestion T0 ≈ 1.5× 104 K at higher redshifts. All dependent on when HI reionization takes

place though.

B. errors

Besides the statistical error on τeff , FG08 includes the uncertainty in their T0 values. This

increases the error bars by between 50− 100%.

BH05 includes

C. mean free path

Calculating the mean free path involves making use of the density pdf at high ∆ and as a result

will be affected by errors in the MHR00 analytic fit. should get better fitting function from

Jamie.

In setting the mean free path our main source of uncertainty comes in setting the parameter λ0

in the expression

λmfp = λ0(1 + z)[1− FV (∆ < ∆i)]−2/3. (7)
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Ṅion = 1051.2 Γ−12

(αS

3

)−1
(

αS + 3(2− γ)
6

)
×

(
λmfp(ν0)
40 Mpc

)−1 (
1 + z

7

)−2

s−1 Mpc−3. (1)

δTb = βδ + βxδxHI + βT δTk + βαδα − δ∂v (2)

Tb = 27xHI(1 + δb)
(

TS − Tγ

TS

) (
1 + z

10

)1/2

mK (3)

τeff → Γ−12 → Ṅion → Qi → τCMB
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Figure A1. Top panel: The PDF for ∆ = 1 + δ from MHR00.
Note the lognormal shape with a long power law tail at high ∆.
This PDF has been shown to fail for ∆ ! 10 and is also suspect
at very low ∆. Bottom panel: The kernel for calculating the mean
transmittance 〈F 〉. It peaks at ∆ ∼ 0.3, corresponding to slightly
underdense regions. The calculation will be affected by errors in
the PDF at low ∆.

PDF has a power law tail. The integral for 〈F 〉 obtains most
of its contribution from low-density regions (see Figure A1),
with non-zero transmittance. At lower z, where the mean
density is lower, larger overdensities begin to contribute. Us-
ing the analytic PDF of (Miralda-Escudé et al. 2000) rather
than the more accurate numerical fit of Bolton & Becker
(2009) makes an ∼ 10% difference in the conversion of τeff

into Γ−12. In summary, given the above equations, a PDF
for ∆, and knowledge of T0 and β, we can map a given value
of τeff to the corresponding value of Γ−12.

A2 Mapping from Γ−12 to Ṅion

We next seek to relate Γ−12 to the rate at which sources
produce ionizing photons Ṅion. The comoving ionization rate
is

Γ = (1 + z)2
Z ∞

ν0

dν ενλνσν , (A6)

in terms of the emissivity of sources εν ∼ ν−αS−1, the mean
free path λν , and the ionization cross section σν ∼ ν−3.
The mean free path here introduces another source of con-
siderable uncertainty. The frequency dependence of λν de-
pends upon the distribution of column density of absorb-
ing systems, so that for a power law distribution of col-
umn densities f(τ) ∼ τ−γ the mean free path scales as
λν = (ν/ν0)

3(γ−1)λmfp(ν0), where λ0 is the mean free path
at the Lyman limit ν0. Taking these frequency scalings leads

to the relation

Ṅion = 1051.2 Γ−12

“αS

3

”−1
„

αS + 3(2− γ)
6

«
(A7)

×
„

λmfp(ν0)
40Mpc

«−1 „
1 + z

7

«−2

s−1 Mpc−3. (A8)

Here αS is the spectral index of the sources just above the
HI ionization threshold, since the frequency dependence of
the cross-section causes the contribution of higher energy
photons to drop rapidly. This spectral index enters as a
source of uncertainty in the overall normalization of the in-
ferred Ṅionand we allow for a range between αS = 1 and
αS = 3 spanning the range expected from Population III
stars (Bromm et al. 2001) with hard spectra through to
softer galaxy spectra (e.g Leitherer et al. 1999).

In the post-overlap reionization model of Miralda-
Escudé et al. (2000), the mean free path of a photon is given
by

λmfp = λ0(1 + z)[1− FV (∆ < ∆i)]
−2/3. (A9)

Here FV (∆i) =
R ∆i d∆ P (∆) is the fraction of gas by vol-

ume contained in regions with density below a critical den-
sity for ionization ∆ < ∆i. In order to calculate ∆i and λ0

we must model the Lyα forest in more detail, which we do
following the arguments of Furlanetto & Oh (2005). We may
associate the column density of a Lyman limit system to the
critical density by assuming that the characteristic size is the
local Jeans length (Schaye 2001) and that photoionization
equilibrium holds. Thus, assuming that NHI ≈ xHI∆n̄HLJ

gives

NHI = 3.3× 1017 cm−2

„
∆
100

«3/2

T−0.26
4 Γ−1

−12

„
1 + z

7

«9/2

.

(A10)
Setting NHI(∆) ≈ 1/σ0 = 1.6 × 1017 cm2 gives the critical
overdensity for a self-shielding clump as

∆i ≈ 49.5

„
T

104 K

«0.13 „
1 + z

7

«−3

Γ2/3
−12. (A11)

We will be focusing on z ! 4 where ∆i " 150, as such our
density PDF should be valid. At higher densities, we might
expect the details of star formation to become important
leading to an extra source of uncertainty.

This prescription implies a distribution of column den-
sities in the Lyα forest

d2N
dNHI dz

=
(1 + z)2

H(z)
Ωb

d∆
dNHI

∆P (∆)
3c(1− Y )
8πGmH

xHIN
−1
HI .

(A12)
This model provides a reasonable description of the dis-

tribution of column densities of absorbing systems and gives
us a way of calculating the unknown absorption probability
per unit length λ−1

0 . An estimate of the spacing between
Lyman limit systems is

λLLS =
cH−1

(1 + z)

„
dNLLS

dz

«−1

. (A13)

The mean free path should be comparable to this spac-
ing, but we need to account for the distribution of systems
with differing column density to incorporate the cumulative
effect of lower column-density systems. For a photon at the
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Figure A1. Top panel: The PDF for ∆ = 1 + δ from MHR00.
Note the lognormal shape with a long power law tail at high ∆.
This PDF has been shown to fail for ∆ ! 10 and is also suspect
at very low ∆. Bottom panel: The kernel for calculating the mean
transmittance 〈F 〉. It peaks at ∆ ∼ 0.3, corresponding to slightly
underdense regions. The calculation will be affected by errors in
the PDF at low ∆.
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density is lower, larger overdensities begin to contribute. Us-
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Figure 2. Likelihoods for τeff (top panel), Γ−12 (middle panel),
and Ṅion (bottom panel). In each case, we plot the distribution
for z = 4 (dashed curves), z = 5 (dotted curves), and z = 6 (solid
curves).

basic astrophysical parameters, we allow for an uncertainty
in the overall normalisation of the mean free path and for
uncertainty in the cosmological parameters. A more detailed
analysis would take into account the covariance between the
observational uncertainties and these parameters, but that
lies beyond the scope of our analysis. Note that the error
bars are highly asymmetric, emphasising the need to con-
sider the detailed probability distribution in our analysis.
The top panel of Figure 3 shows these error bars alongside
those from BH07 and FG08. Our error bars are deliberately
quite conservative.

Note that we treat the upper limit on τeff at z = 6 as a
uniform prior over a wide range of τeff values. Increasing the
upper limit here skews the constraint on Ṅion to lower values.
Unfortunately, this is at the edge of observational capability.
Improving these observations would go a long way towards
constraining the evolution of the sources.

Note that the Ṅion constraints at z = 4 and z = 5 are
essentially identical. This is an indication that the errors
from parameters other than Γ−12 dominate the error budget.
Note that our constraints on Γ−12 are somewhat different
from those of FG08 and BH07 since these are very sensitive
to the temperature prior used. The overall normalization of
the temperature is less important for the Ṅion constraints
since shifting the temperature changes the normalisation of
Γ−12 , but the scaling of λmfp is such as to compensate in
the calculation of Ṅion.

4.2 Modeling ionizing sources

We next discuss our parametrization of the sources and con-
sider two cases to explore the model dependence of our pre-
dictions. Since we are focussed on behaviour at z ! 4, we
neglect the known contribution of quasars, which is expected

to be small at these redshifts. The arbitrary nature of our
parametrization of Ṅion implicitly allows for a variety of con-
tributing sources especially galaxies and quasars, but could
also include X-ray ionizations from early mini-quasars (?)
provided that these were unimportant for the Lyα forest.

The quantity Ṅion is affected by two ingredients: the
star formation rate and the number of ionizing photons per
baryon in stars that escapes to ionize in the IGM. This moti-
vates separating the two parts using the assumption that the
star formation rate simply tracks the rate at which collapsed
structures form. This leads to

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (3)

where we have factored out the unknown number of ioniz-
ing photons per baryon, escape fraction, and star forming
efficiency into a single ionizing efficiency ζ = NUVfescf!.
We calculate fcoll assuming a Press-Schecter mass function
(Press & Schechter 1974) and using the minimum mass from
atomic hydrogen line cooling. Rather than attempt to model
Ṅion directly, we can then model ζ(z) instead. This has the
advantage of separating out the expected rapid increase in
the star formation rate, which results from the exponen-
tial increase of the collapse fraction. A physically motivated
model is one that interpolates between two constant values

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(4)

This would result, for example, if an early period of Popula-
tion III stars gave way to a later epoch of Population II star
formation (Bromm & Loeb 2006). For this parametrization,
we expect the Ṅion constraints will fix the low z amplitude of
ζ while the optical depth constrains the high z contribution
from the second population. Having four free parameters is
really the minimum needed to allow for two populations of
sources and so provide an interesting degree of flexibility in
fitting the data.

It might also be natural to model Ṅion directly as a poly-
nomial with some redshift at which star formation switches
on, i.e.

Ṅion = N0Aion[1+N1(z−z0)+N2(z−z0)
2 +N3(z−z0)

3]

×Θ(z − zmax), (5)

where the normalisation Aion = 1051 s−1 Mpc−3, z0 = 4, and
we vary zmax, N0, N2, and N3 and adjust N1 accordingly.
This allows considerable flexibility to fit the data, allow-
ing for many qualitatively different ionization histories. In
order to ensure that this parametrization does not lead to
unphysically large values of Ṅion we impose the weak prior
that Ṅion/Aion < 10 at all redshifts.

Even this brief discussion illustrates the problem of
a suitable parametrization. With future observations, one
could imagine more sophisticated modelling, but, as we shall
show, current data is only sufficient to constrain two or three
parameters making more detailed modelling premature.

To illustrate some of the general features of our mod-
eling, we show in Figure 3 models with a constant value of
ζ = 30 and ζ = 45. This serves as a benchmark for illustrat-
ing some of the more generic features of our model. The con-
stant ζ leads to Ṅion tracing the rate of collapse of structure,
which peaks at z ≈ 6 in our model and drops going to lower
redshifts where the contribution from quasars is expected to
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physical parameters such as the minimum mass in which the
first galaxies form (Barkana 2008).

The success of these instruments is dependent upon
reionization occurring within their sensitivity window. These
experiments are initially only likely to be sensitive to the
power spectrum for frequencies above 100 MHz (although
they are designed to cover frequencies down to 80 MHz),
which corresponds to redshifts z ! 13. At higher redshifts,
synchrotron emission from the galaxy becomes extreme, ter-
restrial radio interference becomes more problematic, and
the Earth’s ionosphere is more of a challenge. It is therefore
important to gauge what the ionization history is doing in
this range of redshifts.

A second use of the 21 cm line comes from looking at the
evolution of the global brightness temperature (Shaver et al.
1999), rather its fluctuations. Experiments such as EDGES
(Bowman et al. 2007), which look for a sharp transition in
the 21 cm signal brought about by reionization essentially
constrain dTb/dz and so dxi/dz. Beating experimental sys-
tematics down by a factor of 10 or so should enable these ex-
periments to begin placing meaningful constraints on xi(z).
Again, it is important to ascertain the amplitude of the sig-
nal that these experiments may hope to see.

3 INFERENCE OF IONIZATION HISTORY

We next summarise our methodology for inferring the ion-
ization history. For a summary of Bayesian inference see e.g.
MacKay (2003).

We wish to attempt predictions for 21 cm observations
given observational constraints from the Lyα forest and the
CMB. To do this we make use of Bayes theorem

p(w|D, M) =
p(D|w, M)p(w|M)

p(D|M)
, (1)

where M is a model for reionization with parameters w,
and D is the combination of observational constraints on
the Ṅion and τ . The evidence p(D|M) provides an overall
normalization for the posterior probability p(w|D, M). We
must specify our prior p(w|M) on the space of model pa-
rameters. For simplicity, we take flat priors over a specified
range for each parameter, thus p(w|M) = const. Our choice
of prior should only be important if the data only weakly
constrains the ionization history. Note that we will make the
simplifying assumption of Gaussian errors when calculating
the likelihood from our observational constraints, although
this is by no means guaranteed.

The first step of our inference procedure will be to use
Eq. (1) and the data to constrain the model parameters for
a set of different parametrizations. Then, since each model
provides a definite prediction for xi(z), we can calculate the
probability distribution for xi at a given redshift from

p(xi|M) =

Z
dw p(w|D, M)δ[xi(w|M)− xi] (2)

This gives us a bound on the ionization history given our
choice of the form of the source model. The same procedure
can be applied to calculate bounds on other quantities such
as dxi/dz or the S/N for a 21 cm experiment.

The evolution of sources is likely to be complex and
to be resistant to description by a small set of numbers.
However, by looking at a handful of models and seeing if

Table 2. Fiducial parameter choices

Parameter x̄ (xlow) σx (xhigh) prior

T0 0.5× 104K 3.0× 104K uniform
β 0 0.6 uniform

αS 1 3 uniform
γ 1 3 uniform
κ 1 0.2 gaussian
σ8 0.8 0.05 gaussian
Ωm 0.3 0.04 gaussian
Ωb 0.046 0.0005 gaussian
h 0.7 0.04 gaussian

Table 3. Summary of constraints. For Γ−12 and Ṅion we show the
most likely value and errors containing 68-% and 95-% confidence
intervals.

Redshift τeff Γ−12 Ṅion

4 0.805± 0.067 0.57
+0.35 (+0.71)
−0.10 (−0.22) 0.80

+0.53 (+1.1)
−0.19 (−0.40)

5 2.07± 0.27 0.36
+0.39 (+0.83)
−0.06 (−0.16) 0.80

+0.53 (+1.2)
−0.21 (−0.42)

6 5.5− 15 0.03
+0.11 (+0.25)
−0.002 (−0.02) 0.48

+0.34 (+0.75)
−0.12 (−0.25)

the predictions are relatively consistent, we can still hope to
obtain meaningful predictions.

4 RESULTS

4.1 Constraints on Ṅion

We begin by mapping the constraints in τeff into constraints
on Γ−12 and Ṅion. This has been the subject of extensive
work (Bolton et al. 2005; Bolton & Haehnelt 2007; Faucher-
Giguère et al. 2008a), with each author making their own
preferred choice of assumptions about uncertain astrophys-
ical parameters. In order to control the assumptions used
and to preserve the effect of the non-linear mapping of con-
straints, we perform our own analysis, but where possible we
have checked that our model, which is described in detail in
Appendix A, reproduces the results of previous work.

The main parameters in our model of reionization are
the two parameters describing the temperature-density re-
lation T0 and β, the spectral index of the sources αS , and
the power law index of absorbing systems γ. We further
allow for an uncertainty in the overall normalisation of the
mean free path κ. Alongside these astrophysical parameters,
we allow for uncertainty in the normalisation of the matter
power spectrum σ8, the total matter density Ωm, the baryon
density Ωb, and the Hubble constant h.

Assuming the parameter priors in Table 2, we propa-
gate uncertainties by randomly drawing specific realisations
of the parameters from their respective distributions, calcu-
lating the resulting Γ−12 and Ṅion and repeating in order
to fully sample the final distributions. Figure 2 shows the
resulting uncertainty on Γ−12 and Ṅion. Notice that in each
case there is considerable uncertainty on each of the param-
eters.

Our constraints at each redshift are summarised in Ta-
ble 3 where we list the most likely value as well as error bars
containing 68-% and 95-% confidence intervals. Besides the
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physical parameters such as the minimum mass in which the
first galaxies form (Barkana 2008).

The success of these instruments is dependent upon
reionization occurring within their sensitivity window. These
experiments are initially only likely to be sensitive to the
power spectrum for frequencies above 100 MHz (although
they are designed to cover frequencies down to 80 MHz),
which corresponds to redshifts z ! 13. At higher redshifts,
synchrotron emission from the galaxy becomes extreme, ter-
restrial radio interference becomes more problematic, and
the Earth’s ionosphere is more of a challenge. It is therefore
important to gauge what the ionization history is doing in
this range of redshifts.

A second use of the 21 cm line comes from looking at the
evolution of the global brightness temperature (Shaver et al.
1999), rather its fluctuations. Experiments such as EDGES
(Bowman et al. 2007), which look for a sharp transition in
the 21 cm signal brought about by reionization essentially
constrain dTb/dz and so dxi/dz. Beating experimental sys-
tematics down by a factor of 10 or so should enable these ex-
periments to begin placing meaningful constraints on xi(z).
Again, it is important to ascertain the amplitude of the sig-
nal that these experiments may hope to see.

3 INFERENCE OF IONIZATION HISTORY

We next summarise our methodology for inferring the ion-
ization history. For a summary of Bayesian inference see e.g.
MacKay (2003).

We wish to attempt predictions for 21 cm observations
given observational constraints from the Lyα forest and the
CMB. To do this we make use of Bayes theorem

p(w|D, M) =
p(D|w, M)p(w|M)

p(D|M)
, (1)

where M is a model for reionization with parameters w,
and D is the combination of observational constraints on
the Ṅion and τ . The evidence p(D|M) provides an overall
normalization for the posterior probability p(w|D, M). We
must specify our prior p(w|M) on the space of model pa-
rameters. For simplicity, we take flat priors over a specified
range for each parameter, thus p(w|M) = const. Our choice
of prior should only be important if the data only weakly
constrains the ionization history. Note that we will make the
simplifying assumption of Gaussian errors when calculating
the likelihood from our observational constraints, although
this is by no means guaranteed.

The first step of our inference procedure will be to use
Eq. (1) and the data to constrain the model parameters for
a set of different parametrizations. Then, since each model
provides a definite prediction for xi(z), we can calculate the
probability distribution for xi at a given redshift from

p(xi|M) =

Z
dw p(w|D, M)δ[xi(w|M)− xi] (2)

This gives us a bound on the ionization history given our
choice of the form of the source model. The same procedure
can be applied to calculate bounds on other quantities such
as dxi/dz or the S/N for a 21 cm experiment.

The evolution of sources is likely to be complex and
to be resistant to description by a small set of numbers.
However, by looking at a handful of models and seeing if

Table 2. Fiducial parameter choices

Parameter x̄ (xlow) σx (xhigh) prior

T0 0.5× 104K 3.0× 104K uniform
β 0 0.6 uniform

αS 1 3 uniform
γ 1 3 uniform
κ 1 0.2 gaussian
σ8 0.8 0.05 gaussian
Ωm 0.3 0.04 gaussian
Ωb 0.046 0.0005 gaussian
h 0.7 0.04 gaussian

Table 3. Summary of constraints. For Γ−12 and Ṅion we show the
most likely value and errors containing 68-% and 95-% confidence
intervals.

Redshift τeff Γ−12 Ṅion

4 0.805± 0.067 0.57
+0.35 (+0.71)
−0.10 (−0.22) 0.80

+0.53 (+1.1)
−0.19 (−0.40)

5 2.07± 0.27 0.36
+0.39 (+0.83)
−0.06 (−0.16) 0.80

+0.53 (+1.2)
−0.21 (−0.42)

6 5.5− 15 0.03
+0.11 (+0.25)
−0.002 (−0.02) 0.48

+0.34 (+0.75)
−0.12 (−0.25)

the predictions are relatively consistent, we can still hope to
obtain meaningful predictions.

4 RESULTS

4.1 Constraints on Ṅion

We begin by mapping the constraints in τeff into constraints
on Γ−12 and Ṅion. This has been the subject of extensive
work (Bolton et al. 2005; Bolton & Haehnelt 2007; Faucher-
Giguère et al. 2008a), with each author making their own
preferred choice of assumptions about uncertain astrophys-
ical parameters. In order to control the assumptions used
and to preserve the effect of the non-linear mapping of con-
straints, we perform our own analysis, but where possible we
have checked that our model, which is described in detail in
Appendix A, reproduces the results of previous work.

The main parameters in our model of reionization are
the two parameters describing the temperature-density re-
lation T0 and β, the spectral index of the sources αS , and
the power law index of absorbing systems γ. We further
allow for an uncertainty in the overall normalisation of the
mean free path κ. Alongside these astrophysical parameters,
we allow for uncertainty in the normalisation of the matter
power spectrum σ8, the total matter density Ωm, the baryon
density Ωb, and the Hubble constant h.

Assuming the parameter priors in Table 2, we propa-
gate uncertainties by randomly drawing specific realisations
of the parameters from their respective distributions, calcu-
lating the resulting Γ−12 and Ṅion and repeating in order
to fully sample the final distributions. Figure 2 shows the
resulting uncertainty on Γ−12 and Ṅion. Notice that in each
case there is considerable uncertainty on each of the param-
eters.

Our constraints at each redshift are summarised in Ta-
ble 3 where we list the most likely value as well as error bars
containing 68-% and 95-% confidence intervals. Besides the
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Gamma and Nion

Consistent with:
Faucher-Giguere+ 2008
Bolton & Haenhelt 2007



Observational constraints on reionization 3

Temperature constraints? These come from z <
4 Lya forest measurements. Not sure whether these
would be useful as well. They basically constrain
reionization if it happens too early, since then the
IGM cools down too far. Would be fairly straight-
forward to model the temperature evolution pro-
vided the heating comes from photoionization. He-
lium reionization is likely to be important to this
as well, so an extra level of complexity would be
required.

Our approach is different from that of (Choudhury &
Ferrara 2005, 2006) who attempt to model a diverse set
of observational data self-consistently. They account for
quasars and temeprature constraints, but quote only a best
fit model giving no indication of the uncertainty from their
model.

3 INFERENCE OF IONIZATION HISTORY

We wish to attempt predictions for 21 cm observations. To
do this we make use of Bayes theorem

p(w|D, M) =
p(D|w, M)p(w|M)

p(D|M)
, (2)

where M is a model with parameters w and D is the com-
bination of constraints on Γ−12 and τ . Since each model
provides a definite prediction for xi(z) this allows us to cal-
culate the probability distribution for xi at a given redshift
from

p(xi|M) =

Z
dw p(w|D, M)δ[xi(w|M)− xi] (3)

The evidence p(D|M) provides an overall normalization
for the poterior probability p(w|D, M). We must specify our
prior p(w|M) on the space of model parameters. For sim-
plicity, we take flat priors over a specified range for each
parameter, thus p(w|M) = const. Our choice of prior should
only be important if the data only weakly constrains the
ionization history.

It is very difficult to escape the need for highly arbitrary
forms for our modeling of Ṅion . The evolution of sources is
likely to be complex and to be resistant to description by a
small set of numbers. However, by looking at a handful of
models and seeing if the predictions are relatively consistent,
we can still hope to obtain meaningful predictions.

Calculate p(D|M) from liklihood assuming Gaus-
sian errors

final piece of inference is to look at evidences
and see if the data favours one parametrization over
another

The evidence for a given model M with parameters w
can be calculated from

p(D|M) =

Z
dw p(D|w, M)p(w|M). (4)

This gives a measure of how well the model fits the data
given the priors and can be used to distinguish which of
several models provides a better fit to the data. Since the
priors enter in the evidence allows a way of determining
whether adding extra parameters to a model is useful or
simply gives too much flexibility to the model.

4 MODELING REIONIZATION

It has been customary to treat, the more directly con-
strained, Γ as primary and use it to derive constraints on
the emission rate of ionizing photons per unit comoving vol-
ume Ṅion. This is then used to calculate the HII region filling
fraction QHII using

dQHII

dt
=

Ṅion

nH(0)
−QHIICHIInH(0)(1 + z)3αA(T ). (5)

Note that we assume case-A recombination.
Unfortunately, it is difficult to convert constraints on Γ

into robust constraints on xe(z) at z > 6 since reionization
is an extremely inhomogeneous process and the distribution
of different HII bubble sizes must be taken into account. At
z < 6 once the bubbles have percolated this conversion is
more tractable. Hence, we will take Nion to be our primary
input given a presciption for source evolution and use it to
calculate the corresponding Γ values.

This is done following the approach of Bolton &
Haehnelt (2007). We use the relation

Ṅion = 1051.2 Γ−12

“αS

3

”−1
„

αb + 3
6

« „
λmfp

40Mpc

«−1 „
1 + z

7

«−2

s−1 Mpc−3

(6)
to connect Γ and Ṅion. Here αS is the spectral index of the
source and αB is the effective spectral index of the ionizing
radiation, which may be different from that of the sources
due to reprocessing of the emitted radiation. For this to
be applied we must model the mean free path for ionizing
photons. This is based upon the post-overlap reionization
model of (Miralda-Escudé et al. 2000). In this picture, the
mean free path of a photon is given by

λmfp = λ0(1 + z)[1− FV (∆ < ∆i)]
−2/3. (7)

Here FV (∆i) is the fraction of gas by volume contained in
regions with density ∆ < ∆i. Calculating this requires a
knowledge of the probability distribution of dense regions
PV (∆), which we take from (Miralda-Escudé et al. 2000).

Following the argument of Furlanetto & Oh (2005), we
associate the column density of a Lyman limit system to the
critical density by assuming that the characteristic size is the
local Jeans length (Schaye 2001) and that photoionization
equilibrium holds. This gives the critical overdensity for a
self-shielding clump as

∆i ≈ 49.5

„
T

104 K

«0.13 „
1 + z

7

«−3

Γ2/3
−12. (8)

Although in Miralda-Escudé et al. (2000) they take
λ0H(z) = 60 km s−1, the analysis of Furlanetto & Oh
(2005) shows that this is likely a factor of two too large.
This is important, since this value feeds into the connec-
tion between Γ−12 and Ṅion. An extra factor of two in λ0

translates into almost an extra factor of two flexibility in
Ṅion.

Here we are correcting for the distribution of systems
with differing column density to incorporate the cumulative
effect of lower column-density systems. The more precise
absorption probability per unit length λ−1

0 , for a photon at
the hydrogen ionization absorption edge is (Miralda-Escudé
2003)

1
λ0

=

R∞
0

dτ τ−2β/3(1− e−τ )R∞
1

dτ τ−2β/3λLLS
=

2.0
λLSS

, (9)
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Figure 2. Top panel: Constraints on Γ−12 . Bottom panel: Con-
straints on Ṅion . We show Ṅion constraints both neglecting
(green and magenta curves) and including (red and blue curves)
the effect of opacity from low-density systems on the mfp. This
makes a factor of two difference.

for the final equality we have used the value of β correspond-
ing to z = 3 and we have defined τ = NHI/(1.6×1016 cm−2).
Hence, there is a redshift dependent numerical factor of
about 2 connecting λ0 with the mean distance between Ly-
man limit systems.

should plot mfp and compare with observational
data in literature

Figure 2 illustrates the importance of our choices in cal-
culating the λmfp. We convert the observational constraints
on Γ−12 into constraints on Ṅion either using the simple
calculation of Equation (7) (green and magenta curves) or
including the effects of opacity from low density systems us-
ing Equation (9). The difference between the constraints is
a factor of two, but is also redshift dependent. Note that in-
cluding the effects of opacity lead to a marginally increasing
value for Ṅion , while not leads to Ṅion being very flat. It
has been pointed out that flat Ṅion with the inferred value
implies that reionization is photon starved - there are only
a few ionizing photons produced per baryon. This seems to
require an increase in the ionizing rate at z > 5, but can also
be accounted for by a reduced mean free path for ionizing
photons due to more low density systems.

Hence in this formalism for a specified Ṅion there is
a corresponding consistent choice for Γ−12, which may be
used to check for consistency against Lyman alpha forest
measurements.

There is considerable uncertainty in this translation be-
tween Ṅion and Γ−12 arising both from our modeling of λmfp

and of the spectrum of the sources αS and reprocessed back-
ground αb. These could in principle be combined into a single
redshift dependent constant. The extra degeneracy produced
by this weakens our ability to use the observations of Γ−12

to constrain Ṅion, which drives the evolution of the ionized
fraction.

Note that at low redshift (z ! 4) quasars may make a
considerable contribution to the background ionizing flux.
However, the evolution of the quasar contribution drops
rapidly at higher redshifts, so that at z " 4 we may be con-
fident that the ionizing background comes predominantly
from galaxies(Faucher-Giguere et al. 2008). Since we expect
reionization to be largely complete by the time quasars be-
come significant, we will ignore quasars and restrict our anal-
ysis to galaxy sources. We therefore require that our model
matches the ionizing flux at z " 4 and only require that it
does not overproduce ionizing photons at z ! 4.

Q: A factor of 2 change in Ṅion makes a huge difference
to predictions of the ionization history. Its very important
that we explore the uncertainty that comes from the mfp
calculation. This is sufficient to wash out all of the other
constraints potentially. Perhaps we can introduce an extra
parameter that encompases all of the uncertainties in this
part of the modelling and very that. Hopefully it would be
degenerate with a more physical parameter and could be
absorbed into that.

4.1 Clumping

The recombination rate depends upon the clumping of ion-
ized hydrogen C ≡ 〈n2

HII〉/〈nHII〉2. This quantity is expected
to be redshift dependent and vary significantly from C ! 1
at high redshifts if low density regions are ionized first, to
C " 4 at low redshift, where the remaining neutral gas is
located in overdense regions. This variation may have signif-
icant effect on the reionization history, since a high clumping
factor may delay the completion of reionization by ∆z ∼ 2.
It is therefore important that we explore a find space of val-
ues for the clumping and also investigate the possible red-
shift evolution. Note that the clumping will generally be a
function of both redshift and neutral fraction.

We follow the model of MHR00, for clumping writing
the recombination rate in an inhomogeneous Universe as

R = Ru

Z ∆i

d∆PV (∆)∆2 ≡ CRu. (10)

By itself, this formalism would underestimate the effective
clumping, since reionization proceeds via the percolation
of ionized bubbles, which are produced by highly biased
sources. This may be accounted for by calculating the re-
combination rate inside each bubble and averaging over the
distribution of bubble sizes. We do this following Furlan-
etto & Oh (2005). Accounting for the bubble distribution
increases the clumping factor by a factor of ∼ 4.

This model predicts clumping factors that rise rapidly
as reionization comes close to completion. We show the evo-
lution of the neutral fraction and clumping factor for a model
in which Ṅion = 1051 and z0 = 15 in Figure 3. The ionized
gas is dominated by underdense regions C ! 1 until the
ionized fraction reaches xi =???. It then continues to rise
as progressively denser clumps are ionized reaching values
C " 10 after reionization is largely completed.

This behaviour is qualitatively similar to that found by
the simulations of Trac & Cen (2007), although they find
clumping factors that are a factor of ∼ 2 larger than our
analytical model predicts. Since their calculations are for a
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Figure 3. Evolution of the clumping factor.

specific ionization history, it is difficult to carry out detailed
numerical comparisons.

Motivated by a desire to maximise the robustness of
our predictions, we will consider allowing an overall scal-
ing of the clumping factor and investigate how this modifies
the evolution of xi. We also consider the case of a constant
clumping factor, which represents an extreme assumption,
since it will tend to make recombinations more relevant early
on than the more detailed modeling presented here.

Q: Two contributions. One from quasi-linear dis-
tribution of matter, a second coming from the non-
linear collapsed mini-halos. The contribution of minihalos
will significantly modify the clumping above that of the
MHR00+FO05 model. It should be relatively straightfor-
ward to use some of the discussion in FO05 to calculate the
clumping for a simple minihalo model.

5 MODELING IONIZING SOURCES

The quantity Ṅion comes from two parts – the star forma-
tion rate and the number of ionizing photons per baryon in
stars that escapes to ionize in the IGM. A common analytic
approximation is

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (11)

where the ionizing efficiency ζ = NUVfescf!. Rather than
attempt to model Ṅion directly, we will model ζ instead. This
has the advantage of separating the almost rapid increase in
the star formation rate, which results from the exponential
increase of the collapse fraction. We note that ζ may well
be redshift dependent.

need to work out the best way of modelling ζ -
important to allow for possibility that it is not mono-
tonic, since this would likely be the case if there was
a period where pop III stars dominated over pop II
stars.

We take

ζ(z) = ζ0 + ζ1(z − z0) + ζ2(z − z0)
2 + ζ3(z − z0)

3 (12)

Another interesting possibility is a model that interpo-
lates between two source populations.

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(13)

This would provide a simple way of modelling the pop III to
pop II transition. In this scenario, the Γ−12 constraints will
fix the low z amplitude of ζ and the optical depth constrains
the high z contribution from the second population. For this
z0 ≈ 13 is probably a good choice, based upon the simula-
tions of (Santos et al. 2007). The choice of ∆z is probably
not that important.

Four free parameters is really the minimum needed to
allow for two populations of sources.

Since the redshift evolution of Ṅion is important it will
be wise to explore a model where we do not assume the
importance of the collapse fraction in determining the rate
of reionization. An example, would be a model where we
parametrize Ṅion directly as a polynomial. The simplest
parametrization is as a constant Ṅion that switches on at
a redshift zmax, i.e.

Ṅion = [Ṅ0 + Ṅ1(z − z0) + Ṅ2(z − z0)
2]Θ(z − zmax). (14)

To illustrate some of the general features of our model-
ing, we consider the case of a model with a single constant
value of ζ. This serves as a benchmark for illustrating some
of the more generic features of our model.

For a constant ζ = 45, we obtain the results in Figure 4.
This value of ζ is chosen so that the calculated value of Γ−12

matches that found by (Bolton & Haehnelt 2007) (shown
as blue error bars in top panel). The CMB optical depth
associated with this model is simultaneously consistent with
the WMAP5.

In this model for ζ the production of ionizing photons
peaks at z ≈ 6 and is declining towards the epoch probed by
the Lyα forest. As a result, the model prediction for Γ−12

are in good agreement with the data at z ! 4, but come
to underpredict Γ−12 at lower redshifts requiring a quasar
component to make up the difference. Reionization is highly
extended in this model, with xi > 0.1 for all redshifts z < 13
despite full reionization (xi > 0.99) not occurring until z ≈
8. In this model, Ṅion evolves considerably over the redshift
range explored although it still produces a largely flat Γ−12,
at least compared to current uncertainties.

Using a constant clumping prescription with C = 2
yields τCMB = 0.074, as a result of reionization occurring
much more abruptly. Previous authors have found that us-
ing a constant clumping factor it is difficult to obtain agree-
ment between the Γ−12 and τCMB contstraints. That we do
not find this is a result of two elements of our modeling.
First, the more realistic clumping factor model, which leads
to a more drawn our ionization history boosting τCMB . Sec-
ond, our inclusion of the integrated absorption of Lyα pho-
tons along a line of sight, which reduces λmfp and hence the
model prediction for Γ−12 . Since the product of Ṅionλmfp

is constrained by the Γ−12 measurements, a model that fits
the Γ−12 constraint would obtain a too low value for τCMB,
without the factor of ∼ 2 difference here.
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Figure 2. Top panel: Constraints on Γ−12 . Bottom panel: Con-
straints on Ṅion . We show Ṅion constraints both neglecting
(green and magenta curves) and including (red and blue curves)
the effect of opacity from low-density systems on the mfp. This
makes a factor of two difference.

for the final equality we have used the value of β correspond-
ing to z = 3 and we have defined τ = NHI/(1.6×1016 cm−2).
Hence, there is a redshift dependent numerical factor of
about 2 connecting λ0 with the mean distance between Ly-
man limit systems.

should plot mfp and compare with observational
data in literature

Figure 2 illustrates the importance of our choices in cal-
culating the λmfp. We convert the observational constraints
on Γ−12 into constraints on Ṅion either using the simple
calculation of Equation (7) (green and magenta curves) or
including the effects of opacity from low density systems us-
ing Equation (9). The difference between the constraints is
a factor of two, but is also redshift dependent. Note that in-
cluding the effects of opacity lead to a marginally increasing
value for Ṅion , while not leads to Ṅion being very flat. It
has been pointed out that flat Ṅion with the inferred value
implies that reionization is photon starved - there are only
a few ionizing photons produced per baryon. This seems to
require an increase in the ionizing rate at z > 5, but can also
be accounted for by a reduced mean free path for ionizing
photons due to more low density systems.

Hence in this formalism for a specified Ṅion there is
a corresponding consistent choice for Γ−12, which may be
used to check for consistency against Lyman alpha forest
measurements.

There is considerable uncertainty in this translation be-
tween Ṅion and Γ−12 arising both from our modeling of λmfp

and of the spectrum of the sources αS and reprocessed back-
ground αb. These could in principle be combined into a single
redshift dependent constant. The extra degeneracy produced
by this weakens our ability to use the observations of Γ−12

to constrain Ṅion, which drives the evolution of the ionized
fraction.

Note that at low redshift (z ! 4) quasars may make a
considerable contribution to the background ionizing flux.
However, the evolution of the quasar contribution drops
rapidly at higher redshifts, so that at z " 4 we may be con-
fident that the ionizing background comes predominantly
from galaxies(Faucher-Giguere et al. 2008). Since we expect
reionization to be largely complete by the time quasars be-
come significant, we will ignore quasars and restrict our anal-
ysis to galaxy sources. We therefore require that our model
matches the ionizing flux at z " 4 and only require that it
does not overproduce ionizing photons at z ! 4.

Q: A factor of 2 change in Ṅion makes a huge difference
to predictions of the ionization history. Its very important
that we explore the uncertainty that comes from the mfp
calculation. This is sufficient to wash out all of the other
constraints potentially. Perhaps we can introduce an extra
parameter that encompases all of the uncertainties in this
part of the modelling and very that. Hopefully it would be
degenerate with a more physical parameter and could be
absorbed into that.

4.1 Clumping

The recombination rate depends upon the clumping of ion-
ized hydrogen C ≡ 〈n2

HII〉/〈nHII〉2. This quantity is expected
to be redshift dependent and vary significantly from C ! 1
at high redshifts if low density regions are ionized first, to
C " 4 at low redshift, where the remaining neutral gas is
located in overdense regions. This variation may have signif-
icant effect on the reionization history, since a high clumping
factor may delay the completion of reionization by ∆z ∼ 2.
It is therefore important that we explore a find space of val-
ues for the clumping and also investigate the possible red-
shift evolution. Note that the clumping will generally be a
function of both redshift and neutral fraction.

We follow the model of MHR00, for clumping writing
the recombination rate in an inhomogeneous Universe as

R = Ru

Z ∆i

d∆PV (∆)∆2 ≡ CRu. (10)

By itself, this formalism would underestimate the effective
clumping, since reionization proceeds via the percolation
of ionized bubbles, which are produced by highly biased
sources. This may be accounted for by calculating the re-
combination rate inside each bubble and averaging over the
distribution of bubble sizes. We do this following Furlan-
etto & Oh (2005). Accounting for the bubble distribution
increases the clumping factor by a factor of ∼ 4.

This model predicts clumping factors that rise rapidly
as reionization comes close to completion. We show the evo-
lution of the neutral fraction and clumping factor for a model
in which Ṅion = 1051 and z0 = 15 in Figure 3. The ionized
gas is dominated by underdense regions C ! 1 until the
ionized fraction reaches xi =???. It then continues to rise
as progressively denser clumps are ionized reaching values
C " 10 after reionization is largely completed.

This behaviour is qualitatively similar to that found by
the simulations of Trac & Cen (2007), although they find
clumping factors that are a factor of ∼ 2 larger than our
analytical model predicts. Since their calculations are for a
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Figure 3. Models with constant ζ(z) = 30 (solid curves) and
ζ = 45 (dotted curves). We show the redshift evolution of Ṅion

(top panel, in units of 1051 s−1 Mpc−3), xi (middle panel), and
the clumping factor C (bottom panel). In the top panel, we show
error bars on Ṅion calculated using the results of BH07 (blue) and
FG08 (red - statistical only) alongside our constraints (green, see
§4.1).

take over and dominate. A lower value of ζ leads to a delay
in the ionization history, so that reionization completes at
redshifts different by ∆z ≈ 1, and a lower Thomson optical
depth to the CMB. In both cases, recombinations play little
role until reionization is well underway.

4.3 Ionization history

We now use these constraints on Ṅion and τCMB to constrain
our model parameters. For comparison, two other combina-
tions of data: using Planck instead of WMAP5 for τCMB

constraints and excluding the z = 6 Lyα forest data point
to give a sense of how these constraints might improve with
the addition of extra information in the next few years.

We calculate the likelihood for the parameters by uni-
form sampling of the four dimensional parameter space. In
each case, we assume a uniform prior on the source parame-
ters. Although numerically somewhat inefficient this makes
later analysis more straightforward.

In addition to the CMB and Lyα forest constraints,
we make a cut throwing out all models with xi(z = 6) <
0.99. That the IGM is ionized to at least this level is well
established by Lyα forest observations and imposing this
constraint ensures that HII regions have percolated placing
us in the range of validity of our Lyα forest modelling.

4.3.1 ζ model

Our physically motivated ζ model naturally describes two
epochs of star formation with differing efficiencies. Figure
4 shows the marginalised probability distribution function

Figure 4. Marginalised PDF for the twostep model. Different
combinations of data are plotted: Lyα forest + WMAP5 (black),
Lyα forest (excluding z = 6) + WMAP5 (red), Lyα forest +
WMAP3 (blue), and Lyα forest + Planck (green).

(PDF) for the four model parameters. We see that the Lyα
forest constraints on Ṅion lead to a clear preference for ζ0

centered around ζ0 ≈ 30 consistent with the ionizing effi-
ciency expected for Pop II stars. In order to satisfy the τCMB

constraint however a population of more efficient sources
at higher redshifts is required. The model prefers that this
transition occur at z ! 15, but there is little constraint
on exactly when this transition needs to take place, since
a higher transition redshift can be compensated for with a
higher ζ1 leading to a more extreme early burst of ioniza-
tion. No preference for the width of the transition ∆z is
shown. Including Planck type τCMB constraints significantly
improves constraints on ζ0, ζ1, and z0 since it reduces the
freedom to change the high redshift behaviour of the model.

In Figure 5 we show the marginalised distribution of xi

in four redshift bins of interest to upcoming 21 cm experi-
ments. Although there is considerable uncertainty in xi at
each redshift several interesting conclusions can be drawn.
Within this parametrization, the IGM is highly ionized by
z = 8 (at least to xi ! 0.8).

4.3.2 Ṅion model

We now compare results from the Ṅion parametrization,
analysed in the same as way as in §4.3.1. Figure 6 shows
constraints on the model parameters. This model has signif-
icantly more flexibility than the ζ model, which shows itself
in the distribution of xi seen in Figure 7. The distributions
are very broad at z = 10 and z = 11 indicating that the data
does a poor job in constraining possible histories within this
parametrization. It is important to note that even with this
increased flexibility we still see that the IGM is largely ion-
ized by z = 8.
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Figure 3. Evolution of the clumping factor.

specific ionization history, it is difficult to carry out detailed
numerical comparisons.

Motivated by a desire to maximise the robustness of
our predictions, we will consider allowing an overall scal-
ing of the clumping factor and investigate how this modifies
the evolution of xi. We also consider the case of a constant
clumping factor, which represents an extreme assumption,
since it will tend to make recombinations more relevant early
on than the more detailed modeling presented here.

Q: Two contributions. One from quasi-linear dis-
tribution of matter, a second coming from the non-
linear collapsed mini-halos. The contribution of minihalos
will significantly modify the clumping above that of the
MHR00+FO05 model. It should be relatively straightfor-
ward to use some of the discussion in FO05 to calculate the
clumping for a simple minihalo model.

5 MODELING IONIZING SOURCES

The quantity Ṅion comes from two parts – the star forma-
tion rate and the number of ionizing photons per baryon in
stars that escapes to ionize in the IGM. A common analytic
approximation is

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (11)

where the ionizing efficiency ζ = NUVfescf!. Rather than
attempt to model Ṅion directly, we will model ζ instead. This
has the advantage of separating the almost rapid increase in
the star formation rate, which results from the exponential
increase of the collapse fraction. We note that ζ may well
be redshift dependent.

need to work out the best way of modelling ζ -
important to allow for possibility that it is not mono-
tonic, since this would likely be the case if there was
a period where pop III stars dominated over pop II
stars.

We take

ζ(z) = ζ0 + ζ1(z − z0) + ζ2(z − z0)
2 + ζ3(z − z0)

3 (12)

Another interesting possibility is a model that interpo-
lates between two source populations.

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(13)

This would provide a simple way of modelling the pop III to
pop II transition. In this scenario, the Γ−12 constraints will
fix the low z amplitude of ζ and the optical depth constrains
the high z contribution from the second population. For this
z0 ≈ 13 is probably a good choice, based upon the simula-
tions of (Santos et al. 2007). The choice of ∆z is probably
not that important.

Four free parameters is really the minimum needed to
allow for two populations of sources.

Since the redshift evolution of Ṅion is important it will
be wise to explore a model where we do not assume the
importance of the collapse fraction in determining the rate
of reionization. An example, would be a model where we
parametrize Ṅion directly as a polynomial. The simplest
parametrization is as a constant Ṅion that switches on at
a redshift zmax, i.e.

Ṅion = [Ṅ0 + Ṅ1(z − z0) + Ṅ2(z − z0)
2]Θ(z − zmax). (14)

To illustrate some of the general features of our model-
ing, we consider the case of a model with a single constant
value of ζ. This serves as a benchmark for illustrating some
of the more generic features of our model.

For a constant ζ = 45, we obtain the results in Figure 4.
This value of ζ is chosen so that the calculated value of Γ−12

matches that found by (Bolton & Haehnelt 2007) (shown
as blue error bars in top panel). The CMB optical depth
associated with this model is simultaneously consistent with
the WMAP5.

In this model for ζ the production of ionizing photons
peaks at z ≈ 6 and is declining towards the epoch probed by
the Lyα forest. As a result, the model prediction for Γ−12

are in good agreement with the data at z ! 4, but come
to underpredict Γ−12 at lower redshifts requiring a quasar
component to make up the difference. Reionization is highly
extended in this model, with xi > 0.1 for all redshifts z < 13
despite full reionization (xi > 0.99) not occurring until z ≈
8. In this model, Ṅion evolves considerably over the redshift
range explored although it still produces a largely flat Γ−12,
at least compared to current uncertainties.

Using a constant clumping prescription with C = 2
yields τCMB = 0.074, as a result of reionization occurring
much more abruptly. Previous authors have found that us-
ing a constant clumping factor it is difficult to obtain agree-
ment between the Γ−12 and τCMB contstraints. That we do
not find this is a result of two elements of our modeling.
First, the more realistic clumping factor model, which leads
to a more drawn our ionization history boosting τCMB . Sec-
ond, our inclusion of the integrated absorption of Lyα pho-
tons along a line of sight, which reduces λmfp and hence the
model prediction for Γ−12 . Since the product of Ṅionλmfp

is constrained by the Γ−12 measurements, a model that fits
the Γ−12 constraint would obtain a too low value for τCMB,
without the factor of ∼ 2 difference here.
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Figure 3. Evolution of the clumping factor.

specific ionization history, it is difficult to carry out detailed
numerical comparisons.

Motivated by a desire to maximise the robustness of
our predictions, we will consider allowing an overall scal-
ing of the clumping factor and investigate how this modifies
the evolution of xi. We also consider the case of a constant
clumping factor, which represents an extreme assumption,
since it will tend to make recombinations more relevant early
on than the more detailed modeling presented here.

Q: Two contributions. One from quasi-linear dis-
tribution of matter, a second coming from the non-
linear collapsed mini-halos. The contribution of minihalos
will significantly modify the clumping above that of the
MHR00+FO05 model. It should be relatively straightfor-
ward to use some of the discussion in FO05 to calculate the
clumping for a simple minihalo model.

5 MODELING IONIZING SOURCES

The quantity Ṅion comes from two parts – the star forma-
tion rate and the number of ionizing photons per baryon in
stars that escapes to ionize in the IGM. A common analytic
approximation is

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (11)

where the ionizing efficiency ζ = NUVfescf!. Rather than
attempt to model Ṅion directly, we will model ζ instead. This
has the advantage of separating the almost rapid increase in
the star formation rate, which results from the exponential
increase of the collapse fraction. We note that ζ may well
be redshift dependent.

need to work out the best way of modelling ζ -
important to allow for possibility that it is not mono-
tonic, since this would likely be the case if there was
a period where pop III stars dominated over pop II
stars.

We take

ζ(z) = ζ0 + ζ1(z − z0) + ζ2(z − z0)
2 + ζ3(z − z0)

3 (12)

Another interesting possibility is a model that interpo-
lates between two source populations.

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(13)

This would provide a simple way of modelling the pop III to
pop II transition. In this scenario, the Γ−12 constraints will
fix the low z amplitude of ζ and the optical depth constrains
the high z contribution from the second population. For this
z0 ≈ 13 is probably a good choice, based upon the simula-
tions of (Santos et al. 2007). The choice of ∆z is probably
not that important.

Four free parameters is really the minimum needed to
allow for two populations of sources.

Since the redshift evolution of Ṅion is important it will
be wise to explore a model where we do not assume the
importance of the collapse fraction in determining the rate
of reionization. An example, would be a model where we
parametrize Ṅion directly as a polynomial. The simplest
parametrization is as a constant Ṅion that switches on at
a redshift zmax, i.e.

Ṅion = [Ṅ0 + Ṅ1(z − z0) + Ṅ2(z − z0)
2]Θ(z − zmax). (14)

To illustrate some of the general features of our model-
ing, we consider the case of a model with a single constant
value of ζ. This serves as a benchmark for illustrating some
of the more generic features of our model.

For a constant ζ = 45, we obtain the results in Figure 4.
This value of ζ is chosen so that the calculated value of Γ−12

matches that found by (Bolton & Haehnelt 2007) (shown
as blue error bars in top panel). The CMB optical depth
associated with this model is simultaneously consistent with
the WMAP5.

In this model for ζ the production of ionizing photons
peaks at z ≈ 6 and is declining towards the epoch probed by
the Lyα forest. As a result, the model prediction for Γ−12

are in good agreement with the data at z ! 4, but come
to underpredict Γ−12 at lower redshifts requiring a quasar
component to make up the difference. Reionization is highly
extended in this model, with xi > 0.1 for all redshifts z < 13
despite full reionization (xi > 0.99) not occurring until z ≈
8. In this model, Ṅion evolves considerably over the redshift
range explored although it still produces a largely flat Γ−12,
at least compared to current uncertainties.

Using a constant clumping prescription with C = 2
yields τCMB = 0.074, as a result of reionization occurring
much more abruptly. Previous authors have found that us-
ing a constant clumping factor it is difficult to obtain agree-
ment between the Γ−12 and τCMB contstraints. That we do
not find this is a result of two elements of our modeling.
First, the more realistic clumping factor model, which leads
to a more drawn our ionization history boosting τCMB . Sec-
ond, our inclusion of the integrated absorption of Lyα pho-
tons along a line of sight, which reduces λmfp and hence the
model prediction for Γ−12 . Since the product of Ṅionλmfp

is constrained by the Γ−12 measurements, a model that fits
the Γ−12 constraint would obtain a too low value for τCMB,
without the factor of ∼ 2 difference here.
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Figure 10. Posterior probability distribution for Nion (top panel)
and z0 (bottom panel) in the constant Nion model. The red curve
uses the constraint of Faucher-Giguere et al. (2008) at z = 4. The
blue curve uses the WMAP3 optical depth constraint.

Figure 11. Posterior probability distributions for xi at z = 8
(top panel), z = 9 (top panel), and z = 10 (bottom panel) for the
constant Nion model.

tribution. The constraint on zmax is largely orthogonal to
this and is driven by the WMAP data.

The ionization histories (Figure 11) are very different
from those of the twostep model. We see a tendancy towards
a more peaked probability distribution with a peak at higher
xi at a given redshift. This is somewhat disappointing since
it implies that our predictions for the ionization history are
highly dependent on the model.

Figure 12. Contour plot of the likelihood for the constant Nion

model.

Is there anything model independent we can say from
these distributions? Mostly ionized at z = 9. xi < 0.9 at
z = 11. Lots of uncertainty...?

6.2 Multi-parameter models

To go beyond two parameters need to move away from grid-
ding the parameter space and instead sample the multi-
dimensional parameter space in a pseudo-random fashion.
For this purpose I use the Sobel Sequence method to gen-
erate uniformly distributed points in parameter space and
sample the likelihood at those locations.

This seems to be needed if we don’t include the factor
of 2 correction for opacity from low-density systems in the
mfp. In this case there’s a tension between Lya forest and
CMB constraints that can only be resolved by allowing Ṅion

to rise at high redshift necessitating extra parameters.
I now return to consideration of the step function in

zeta model

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
. (15)

The posterior probability distribution for the parame-
ters of this model are shown in Figure 13. We see that the
Γ−12 constraints confine ζ0 to similar values as we found in
the two parameter case. Allowing ∆z and z0 to vary some-
what weakens the constraint on ζ1, which was weak to begin
with. We see that the data shows no preference for any par-
ticular value of ∆z, but prefers that z0 ! 12. This latter
statement is really one about the low redshift normalisation
giving essentially the correct optical depth. The broad dis-
tribution of ζ1 suggests that the optical depth constraint is
consistent with constant ζ although the data slightly prefers
a transition to a lower value of ζ at higher redshift. None
of this is really surprising and really acts as a proof of the
code in readiness for applying it to the case where we neglect
integrated opacity in the mean free path. In this case, there
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Figure 2. Likelihoods for τeff (top panel), Γ−12 (middle panel),
and Ṅion (bottom panel). In each case, we plot the distribution
for z = 4 (dashed curves), z = 5 (dotted curves), and z = 6 (solid
curves).

basic astrophysical parameters, we allow for an uncertainty
in the overall normalisation of the mean free path and for
uncertainty in the cosmological parameters. A more detailed
analysis would take into account the covariance between the
observational uncertainties and these parameters, but that
lies beyond the scope of our analysis. Note that the error
bars are highly asymmetric, emphasising the need to con-
sider the detailed probability distribution in our analysis.
The top panel of Figure 3 shows these error bars alongside
those from BH07 and FG08. Our error bars are deliberately
quite conservative.

Note that we treat the upper limit on τeff at z = 6 as a
uniform prior over a wide range of τeff values. Increasing the
upper limit here skews the constraint on Ṅion to lower values.
Unfortunately, this is at the edge of observational capability.
Improving these observations would go a long way towards
constraining the evolution of the sources.

Note that the Ṅion constraints at z = 4 and z = 5 are
essentially identical. This is an indication that the errors
from parameters other than Γ−12 dominate the error budget.
Note that our constraints on Γ−12 are somewhat different
from those of FG08 and BH07 since these are very sensitive
to the temperature prior used. The overall normalization of
the temperature is less important for the Ṅion constraints
since shifting the temperature changes the normalisation of
Γ−12 , but the scaling of λmfp is such as to compensate in
the calculation of Ṅion.

4.2 Modeling ionizing sources

We next discuss our parametrization of the sources and con-
sider two cases to explore the model dependence of our pre-
dictions. Since we are focussed on behaviour at z ! 4, we
neglect the known contribution of quasars, which is expected

to be small at these redshifts. The arbitrary nature of our
parametrization of Ṅion implicitly allows for a variety of con-
tributing sources especially galaxies and quasars, but could
also include X-ray ionizations from early mini-quasars (?)
provided that these were unimportant for the Lyα forest.

The quantity Ṅion is affected by two ingredients: the
star formation rate and the number of ionizing photons per
baryon in stars that escapes to ionize in the IGM. This moti-
vates separating the two parts using the assumption that the
star formation rate simply tracks the rate at which collapsed
structures form. This leads to

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (3)

where we have factored out the unknown number of ioniz-
ing photons per baryon, escape fraction, and star forming
efficiency into a single ionizing efficiency ζ = NUVfescf!.
We calculate fcoll assuming a Press-Schecter mass function
(Press & Schechter 1974) and using the minimum mass from
atomic hydrogen line cooling. Rather than attempt to model
Ṅion directly, we can then model ζ(z) instead. This has the
advantage of separating out the expected rapid increase in
the star formation rate, which results from the exponen-
tial increase of the collapse fraction. A physically motivated
model is one that interpolates between two constant values

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(4)

This would result, for example, if an early period of Popula-
tion III stars gave way to a later epoch of Population II star
formation (Bromm & Loeb 2006). For this parametrization,
we expect the Ṅion constraints will fix the low z amplitude of
ζ while the optical depth constrains the high z contribution
from the second population. Having four free parameters is
really the minimum needed to allow for two populations of
sources and so provide an interesting degree of flexibility in
fitting the data.

It might also be natural to model Ṅion directly as a poly-
nomial with some redshift at which star formation switches
on, i.e.

Ṅion = N0Aion[1+N1(z−z0)+N2(z−z0)
2 +N3(z−z0)

3]

×Θ(z − zmax), (5)

where the normalisation Aion = 1051 s−1 Mpc−3, z0 = 4, and
we vary zmax, N0, N2, and N3 and adjust N1 accordingly.
This allows considerable flexibility to fit the data, allow-
ing for many qualitatively different ionization histories. In
order to ensure that this parametrization does not lead to
unphysically large values of Ṅion we impose the weak prior
that Ṅion/Aion < 10 at all redshifts.

Even this brief discussion illustrates the problem of
a suitable parametrization. With future observations, one
could imagine more sophisticated modelling, but, as we shall
show, current data is only sufficient to constrain two or three
parameters making more detailed modelling premature.

To illustrate some of the general features of our mod-
eling, we show in Figure 3 models with a constant value of
ζ = 30 and ζ = 45. This serves as a benchmark for illustrat-
ing some of the more generic features of our model. The con-
stant ζ leads to Ṅion tracing the rate of collapse of structure,
which peaks at z ≈ 6 in our model and drops going to lower
redshifts where the contribution from quasars is expected to
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Figure 10. Posterior probability distribution for Nion (top panel)
and z0 (bottom panel) in the constant Nion model. The red curve
uses the constraint of Faucher-Giguere et al. (2008) at z = 4. The
blue curve uses the WMAP3 optical depth constraint.

Figure 11. Posterior probability distributions for xi at z = 8
(top panel), z = 9 (top panel), and z = 10 (bottom panel) for the
constant Nion model.

tribution. The constraint on zmax is largely orthogonal to
this and is driven by the WMAP data.

The ionization histories (Figure 11) are very different
from those of the twostep model. We see a tendancy towards
a more peaked probability distribution with a peak at higher
xi at a given redshift. This is somewhat disappointing since
it implies that our predictions for the ionization history are
highly dependent on the model.

Figure 12. Contour plot of the likelihood for the constant Nion

model.

Is there anything model independent we can say from
these distributions? Mostly ionized at z = 9. xi < 0.9 at
z = 11. Lots of uncertainty...?

6.2 Multi-parameter models

To go beyond two parameters need to move away from grid-
ding the parameter space and instead sample the multi-
dimensional parameter space in a pseudo-random fashion.
For this purpose I use the Sobel Sequence method to gen-
erate uniformly distributed points in parameter space and
sample the likelihood at those locations.

This seems to be needed if we don’t include the factor
of 2 correction for opacity from low-density systems in the
mfp. In this case there’s a tension between Lya forest and
CMB constraints that can only be resolved by allowing Ṅion

to rise at high redshift necessitating extra parameters.
I now return to consideration of the step function in

zeta model

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
. (15)

The posterior probability distribution for the parame-
ters of this model are shown in Figure 13. We see that the
Γ−12 constraints confine ζ0 to similar values as we found in
the two parameter case. Allowing ∆z and z0 to vary some-
what weakens the constraint on ζ1, which was weak to begin
with. We see that the data shows no preference for any par-
ticular value of ∆z, but prefers that z0 ! 12. This latter
statement is really one about the low redshift normalisation
giving essentially the correct optical depth. The broad dis-
tribution of ζ1 suggests that the optical depth constraint is
consistent with constant ζ although the data slightly prefers
a transition to a lower value of ζ at higher redshift. None
of this is really surprising and really acts as a proof of the
code in readiness for applying it to the case where we neglect
integrated opacity in the mean free path. In this case, there
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Figure 3. Models with constant ζ(z) = 30 (solid curves) and
ζ = 45 (dotted curves). We show the redshift evolution of Ṅion

(top panel, in units of 1051 s−1 Mpc−3), xi (middle panel), and
the clumping factor C (bottom panel). In the top panel, we show
error bars on Ṅion calculated using the results of BH07 (blue) and
FG08 (red - statistical only) alongside our constraints (black, see
§4.1).

To illustrate some of the general features of our mod-
eling, we show in Figure 3 models with a constant value of
ζ = 30 and ζ = 45. This serves as a benchmark for illustrat-
ing some of the more generic features of our model. The con-
stant ζ leads to Ṅion tracing the rate of collapse of structure,
which peaks at z ≈ 6 in our model and drops going to lower
redshifts where the contribution from quasars is expected to
take over and dominate. A lower value of ζ leads to a delay
in the ionization history, so that reionization completes at
redshifts different by ∆z ≈ 1, and a lower Thomson optical
depth to the CMB. In both cases, recombinations play little
role until reionization is well underway.

4.3 Ionization history

We now use these constraints on Ṅion and τCMB to constrain
our model parameters. For comparison, two other combina-
tions of data: using Planck instead of WMAP5 for τCMB

constraints and excluding the z = 6 Lyα forest data point
to give a sense of how these constraints might improve with
the addition of extra information in the next few years.

We calculate the likelihood for the parameters by uni-
form sampling of the four dimensional parameter space. In
each case, we assume a uniform prior on the source parame-
ters. Although numerically somewhat inefficient this makes
later analysis more straightforward.

In addition to the CMB and Lyα forest constraints,
we make a cut throwing out all models with xi(z = 6) <
0.99. That the IGM is ionized to at least this level is well
established by Lyα forest observations and imposing this

Figure 4. Marginalised PDF for the twostep model. Different
combinations of data are plotted: Lyα forest + WMAP5 (black),
Lyα forest (excluding z = 6) + WMAP5 (red), Lyα forest +
WMAP3 (blue), and Lyα forest + Planck (black dashed).

constraint ensures that HII regions have percolated placing
us in the range of validity of our Lyα forest modelling.

4.3.1 ζ model

Our physically motivated ζ model naturally describes two
epochs of star formation with differing efficiencies. Figure
4 shows the marginalised probability distribution function
(PDF) for the four model parameters. We see that the Lyα
forest constraints on Ṅion lead to a clear preference for ζ0

centered around ζ0 ≈ 30 consistent with the ionizing effi-
ciency expected for Pop II stars. In order to satisfy the τCMB

constraint however a population of more efficient sources
at higher redshifts is required. The model prefers that this
transition occur at z ! 15, but there is little constraint
on exactly when this transition needs to take place, since
a higher transition redshift can be compensated for with a
higher ζ1 leading to a more extreme early burst of ioniza-
tion. No preference for the width of the transition ∆z is
shown. Including Planck type τCMB constraints significantly
improves constraints on ζ0, ζ1, and z0 since it reduces the
freedom to change the high redshift behaviour of the model.

In Figure 5 we show the marginalised distribution of xi

in four redshift bins of interest to upcoming 21 cm experi-
ments. Although there is considerable uncertainty in xi at
each redshift the model does lead to clearly preferred ranges.
Including the z = 6 Lyα forest point pushes the distribution
to slightly lower values of xi since it pushes the normalisa-
tion of ζ downwards. Within this parametrization, the IGM
is highly ionized by z = 8 (at least to xi ! 0.8).
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Figure 2. Likelihoods for τeff (top panel), Γ−12 (middle panel),
and Ṅion (bottom panel). In each case, we plot the distribution
for z = 4 (dashed curves), z = 5 (dotted curves), and z = 6 (solid
curves).

basic astrophysical parameters, we allow for an uncertainty
in the overall normalisation of the mean free path and for
uncertainty in the cosmological parameters. A more detailed
analysis would take into account the covariance between the
observational uncertainties and these parameters, but that
lies beyond the scope of our analysis. Note that the error
bars are highly asymmetric, emphasising the need to con-
sider the detailed probability distribution in our analysis.
The top panel of Figure 3 shows these error bars alongside
those from BH07 and FG08. Our error bars are deliberately
quite conservative.

Note that we treat the upper limit on τeff at z = 6 as a
uniform prior over a wide range of τeff values. Increasing the
upper limit here skews the constraint on Ṅion to lower values.
Unfortunately, this is at the edge of observational capability.
Improving these observations would go a long way towards
constraining the evolution of the sources.

Note that the Ṅion constraints at z = 4 and z = 5 are
essentially identical. This is an indication that the errors
from parameters other than Γ−12 dominate the error budget.
Note that our constraints on Γ−12 are somewhat different
from those of FG08 and BH07 since these are very sensitive
to the temperature prior used. The overall normalization of
the temperature is less important for the Ṅion constraints
since shifting the temperature changes the normalisation of
Γ−12 , but the scaling of λmfp is such as to compensate in
the calculation of Ṅion.

4.2 Modeling ionizing sources

We next discuss our parametrization of the sources and con-
sider two cases to explore the model dependence of our pre-
dictions. Since we are focussed on behaviour at z ! 4, we
neglect the known contribution of quasars, which is expected

to be small at these redshifts. The arbitrary nature of our
parametrization of Ṅion implicitly allows for a variety of con-
tributing sources especially galaxies and quasars, but could
also include X-ray ionizations from early mini-quasars (?)
provided that these were unimportant for the Lyα forest.

The quantity Ṅion is affected by two ingredients: the
star formation rate and the number of ionizing photons per
baryon in stars that escapes to ionize in the IGM. This moti-
vates separating the two parts using the assumption that the
star formation rate simply tracks the rate at which collapsed
structures form. This leads to

Ṅion(z) = ζ(z)nH(0)
dfcoll(z)

dt
, (3)

where we have factored out the unknown number of ioniz-
ing photons per baryon, escape fraction, and star forming
efficiency into a single ionizing efficiency ζ = NUVfescf!.
We calculate fcoll assuming a Press-Schecter mass function
(Press & Schechter 1974) and using the minimum mass from
atomic hydrogen line cooling. Rather than attempt to model
Ṅion directly, we can then model ζ(z) instead. This has the
advantage of separating out the expected rapid increase in
the star formation rate, which results from the exponen-
tial increase of the collapse fraction. A physically motivated
model is one that interpolates between two constant values

ζ(z) = ζ0 +
(ζ1 − ζ0)

2

h
tanh

“z − z0

∆z

”
+ 1

i
(4)

This would result, for example, if an early period of Popula-
tion III stars gave way to a later epoch of Population II star
formation (Bromm & Loeb 2006). For this parametrization,
we expect the Ṅion constraints will fix the low z amplitude of
ζ while the optical depth constrains the high z contribution
from the second population. Having four free parameters is
really the minimum needed to allow for two populations of
sources and so provide an interesting degree of flexibility in
fitting the data.

It might also be natural to model Ṅion directly as a poly-
nomial with some redshift at which star formation switches
on, i.e.

Ṅion = N0Aion[1+N1(z−z0)+N2(z−z0)
2 +N3(z−z0)

3]

×Θ(z − zmax), (5)

where the normalisation Aion = 1051 s−1 Mpc−3, z0 = 4, and
we vary zmax, N0, N2, and N3 and adjust N1 accordingly.
This allows considerable flexibility to fit the data, allow-
ing for many qualitatively different ionization histories. In
order to ensure that this parametrization does not lead to
unphysically large values of Ṅion we impose the weak prior
that Ṅion/Aion < 10 at all redshifts.

Even this brief discussion illustrates the problem of
a suitable parametrization. With future observations, one
could imagine more sophisticated modelling, but, as we shall
show, current data is only sufficient to constrain two or three
parameters making more detailed modelling premature.

To illustrate some of the general features of our mod-
eling, we show in Figure 3 models with a constant value of
ζ = 30 and ζ = 45. This serves as a benchmark for illustrat-
ing some of the more generic features of our model. The con-
stant ζ leads to Ṅion tracing the rate of collapse of structure,
which peaks at z ≈ 6 in our model and drops going to lower
redshifts where the contribution from quasars is expected to
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Figure 5. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the twostep model. Same curve styles as for Figure 4.

Figure 6. Marginalised PDF for the Ṅion model. Different com-
binations of data are plotted: Lyα forest + WMAP5 (black), Lyα
forest (excluding z = 6) + WMAP5 (red), Lyα forest + WMAP3
(blue), and Lyα forest + Planck (black dashed).

4.3.2 Ṅion model

We now compare results from the Ṅion parametrization,
analysed in the same as way as in §4.3.1. Figure 6 shows
constraints on the model parameters. This model has signif-
icantly more flexibility than the ζ model, which shows itself
in the distribution of xi seen in Figure 7. The distributions
are very broad at z = 10 and z = 11 indicating that the data
does a poor job in constraining possible histories within this

Figure 7. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the Ṅion model. Same curve styles as for Figure 6.

parametrization. It is important to note that even with this
increased flexibility we still see that the IGM is largely ion-
ized by z = 8. Planck level τCMB constraints lead to better
localised distributions.

4.3.3 Comparison

In Figure 8 we give a sense of the best fitting histories pro-
duced by the two different parametrizations and combina-
tions of data. There is clearly considerable spread in the
sorts of history that are consistent with observations.

A natural milestone in the reionization of the Universe
is the point at which xi(z) = 0.5. This point is thought to
lead to distinctive signatures in the 21 cm signal (Lidz et al.
2007). In Figure 9, we plot the PDF for finding xi = 0.5
at a given redshift. Although there are differences in the
spread of uncertainty between our two parametrizations, we
see that in each panel the peak of the distribution lies around
z = 9− 11. Existing data has a relatively strong preference
for the Universe to be half ionized by z = 9. There is also
a marked tail of the distribution at redshifts greater than
this.

4.4 21 cm fluctuations and observations

We now turn to making predictions for 21 cm experiments.
Of particular interest is the ionization history. In the pre-
vious section, we calculated the marginalised PDF of xi in
separate redshift bins. We use the same calculation to cal-
culate constraints on xi as a function of z using the cumu-
lative probability to establish confidence intervals for the
model. Figure 10 shows 68-% and 95-% confidence inter-
vals for the ionization history calculated in our two mod-
els. It should not be surprising from our previous discus-
sion that the constraints on xi(z) are significantly less tight
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Figure 5. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the twostep model. Same curve styles as for Figure 4.

Figure 6. Marginalised PDF for the Ṅion model. Different com-
binations of data are plotted: Lyα forest + WMAP5 (black), Lyα
forest (excluding z = 6) + WMAP5 (red), Lyα forest + WMAP3
(blue), and Lyα forest + Planck (black dashed).

4.3.2 Ṅion model

We now compare results from the Ṅion parametrization,
analysed in the same as way as in §4.3.1. Figure 6 shows
constraints on the model parameters. This model has signif-
icantly more flexibility than the ζ model, which shows itself
in the distribution of xi seen in Figure 7. The distributions
are very broad at z = 10 and z = 11 indicating that the data
does a poor job in constraining possible histories within this

Figure 7. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the Ṅion model. Same curve styles as for Figure 6.

parametrization. It is important to note that even with this
increased flexibility we still see that the IGM is largely ion-
ized by z = 8. Planck level τCMB constraints lead to better
localised distributions.

4.3.3 Comparison

In Figure 8 we give a sense of the best fitting histories pro-
duced by the two different parametrizations and combina-
tions of data. There is clearly considerable spread in the
sorts of history that are consistent with observations.

A natural milestone in the reionization of the Universe
is the point at which xi(z) = 0.5. This point is thought to
lead to distinctive signatures in the 21 cm signal (Lidz et al.
2007). In Figure 9, we plot the PDF for finding xi = 0.5
at a given redshift. Although there are differences in the
spread of uncertainty between our two parametrizations, we
see that in each panel the peak of the distribution lies around
z = 9− 11. Existing data has a relatively strong preference
for the Universe to be half ionized by z = 9. There is also
a marked tail of the distribution at redshifts greater than
this.

4.4 21 cm fluctuations and observations

We now turn to making predictions for 21 cm experiments.
Of particular interest is the ionization history. In the pre-
vious section, we calculated the marginalised PDF of xi in
separate redshift bins. We use the same calculation to cal-
culate constraints on xi as a function of z using the cumu-
lative probability to establish confidence intervals for the
model. Figure 10 shows 68-% and 95-% confidence inter-
vals for the ionization history calculated in our two mod-
els. It should not be surprising from our previous discus-
sion that the constraints on xi(z) are significantly less tight
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Figure 5. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the twostep model. Same curve styles as for Figure 4.

Figure 6. Marginalised PDF for the Ṅion model. Different com-
binations of data are plotted: Lyα forest + WMAP5 (black), Lyα
forest (excluding z = 6) + WMAP5 (red), Lyα forest + WMAP3
(blue), and Lyα forest + Planck (black dashed).

4.3.2 Ṅion model

We now compare results from the Ṅion parametrization,
analysed in the same as way as in §4.3.1. Figure 6 shows
constraints on the model parameters. This model has signif-
icantly more flexibility than the ζ model, which shows itself
in the distribution of xi seen in Figure 7. The distributions
are very broad at z = 10 and z = 11 indicating that the data
does a poor job in constraining possible histories within this

Figure 7. Distribution of xi at redshifts z = 8, 9, 10, and 11 for
the Ṅion model. Same curve styles as for Figure 6.

parametrization. It is important to note that even with this
increased flexibility we still see that the IGM is largely ion-
ized by z = 8. Planck level τCMB constraints lead to better
localised distributions.

4.3.3 Comparison

In Figure 8 we give a sense of the best fitting histories pro-
duced by the two different parametrizations and combina-
tions of data. There is clearly considerable spread in the
sorts of history that are consistent with observations.

A natural milestone in the reionization of the Universe
is the point at which xi(z) = 0.5. This point is thought to
lead to distinctive signatures in the 21 cm signal (Lidz et al.
2007). In Figure 9, we plot the PDF for finding xi = 0.5
at a given redshift. Although there are differences in the
spread of uncertainty between our two parametrizations, we
see that in each panel the peak of the distribution lies around
z = 9− 11. Existing data has a relatively strong preference
for the Universe to be half ionized by z = 9. There is also
a marked tail of the distribution at redshifts greater than
this.

4.4 21 cm fluctuations and observations

We now turn to making predictions for 21 cm experiments.
Of particular interest is the ionization history. In the pre-
vious section, we calculated the marginalised PDF of xi in
separate redshift bins. We use the same calculation to cal-
culate constraints on xi as a function of z using the cumu-
lative probability to establish confidence intervals for the
model. Figure 10 shows 68-% and 95-% confidence inter-
vals for the ionization history calculated in our two mod-
els. It should not be surprising from our previous discus-
sion that the constraints on xi(z) are significantly less tight
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Temperature constraints? These come from z <
4 Lya forest measurements. Not sure whether these
would be useful as well. They basically constrain
reionization if it happens too early, since then the
IGM cools down too far. Would be fairly straight-
forward to model the temperature evolution pro-
vided the heating comes from photoionization. He-
lium reionization is likely to be important to this
as well, so an extra level of complexity would be
required.

Our approach is different from that of (Choudhury &
Ferrara 2005, 2006) who attempt to model a diverse set
of observational data self-consistently. They account for
quasars and temeprature constraints, but quote only a best
fit model giving no indication of the uncertainty from their
model.

3 INFERENCE OF IONIZATION HISTORY

We wish to attempt predictions for 21 cm observations. To
do this we make use of Bayes theorem

p(w|D, M) =
p(D|w, M)p(w|M)

p(D|M)
, (2)

where M is a model with parameters w and D is the com-
bination of constraints on Γ−12 and τ . Since each model
provides a definite prediction for xi(z) this allows us to cal-
culate the probability distribution for xi at a given redshift
from

p(xi|M) =

Z
dw p(w|D, M)δ[xi(w|M)− xi] (3)

The evidence p(D|M) provides an overall normalization
for the poterior probability p(w|D, M). We must specify our
prior p(w|M) on the space of model parameters. For sim-
plicity, we take flat priors over a specified range for each
parameter, thus p(w|M) = const. Our choice of prior should
only be important if the data only weakly constrains the
ionization history.

It is very difficult to escape the need for highly arbitrary
forms for our modeling of Ṅion . The evolution of sources is
likely to be complex and to be resistant to description by a
small set of numbers. However, by looking at a handful of
models and seeing if the predictions are relatively consistent,
we can still hope to obtain meaningful predictions.

Calculate p(D|M) from liklihood assuming Gaus-
sian errors

final piece of inference is to look at evidences
and see if the data favours one parametrization over
another

The evidence for a given model M with parameters w
can be calculated from

p(D|M) =

Z
dw p(D|w, M)p(w|M). (4)

This gives a measure of how well the model fits the data
given the priors and can be used to distinguish which of
several models provides a better fit to the data. Since the
priors enter in the evidence allows a way of determining
whether adding extra parameters to a model is useful or
simply gives too much flexibility to the model.

4 MODELING REIONIZATION

It has been customary to treat, the more directly con-
strained, Γ as primary and use it to derive constraints on
the emission rate of ionizing photons per unit comoving vol-
ume Ṅion. This is then used to calculate the HII region filling
fraction QHII using

dQHII

dt
=

Ṅion

nH(0)
−QHIICHIInH(0)(1 + z)3αA(T ). (5)

Note that we assume case-A recombination.
Unfortunately, it is difficult to convert constraints on Γ

into robust constraints on xe(z) at z > 6 since reionization
is an extremely inhomogeneous process and the distribution
of different HII bubble sizes must be taken into account. At
z < 6 once the bubbles have percolated this conversion is
more tractable. Hence, we will take Nion to be our primary
input given a presciption for source evolution and use it to
calculate the corresponding Γ values.

This is done following the approach of Bolton &
Haehnelt (2007). We use the relation

Ṅion = 1051.2 Γ−12

“αS

3

”−1
„

αb + 3
6

« „
λmfp

40Mpc

«−1 „
1 + z

7

«−2

s−1 Mpc−3

(6)
to connect Γ and Ṅion. Here αS is the spectral index of the
source and αB is the effective spectral index of the ionizing
radiation, which may be different from that of the sources
due to reprocessing of the emitted radiation. For this to
be applied we must model the mean free path for ionizing
photons. This is based upon the post-overlap reionization
model of (Miralda-Escudé et al. 2000). In this picture, the
mean free path of a photon is given by

λmfp = λ0(1 + z)[1− FV (∆ < ∆i)]
−2/3. (7)

Here FV (∆i) is the fraction of gas by volume contained in
regions with density ∆ < ∆i. Calculating this requires a
knowledge of the probability distribution of dense regions
PV (∆), which we take from (Miralda-Escudé et al. 2000).

Following the argument of Furlanetto & Oh (2005), we
associate the column density of a Lyman limit system to the
critical density by assuming that the characteristic size is the
local Jeans length (Schaye 2001) and that photoionization
equilibrium holds. This gives the critical overdensity for a
self-shielding clump as

∆i ≈ 49.5

„
T

104 K

«0.13 „
1 + z

7

«−3

Γ2/3
−12. (8)

Although in Miralda-Escudé et al. (2000) they take
λ0H(z) = 60 km s−1, the analysis of Furlanetto & Oh
(2005) shows that this is likely a factor of two too large.
This is important, since this value feeds into the connec-
tion between Γ−12 and Ṅion. An extra factor of two in λ0

translates into almost an extra factor of two flexibility in
Ṅion.

Here we are correcting for the distribution of systems
with differing column density to incorporate the cumulative
effect of lower column-density systems. The more precise
absorption probability per unit length λ−1

0 , for a photon at
the hydrogen ionization absorption edge is (Miralda-Escudé
2003)

1
λ0

=

R∞
0

dτ τ−2β/3(1− e−τ )R∞
1

dτ τ−2β/3λLLS
=

2.0
λLSS

, (9)
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Figure 8. Redshift evolution of xi (top panel) and Ṅion (bottom
panel) for the best fitting history for the ζ (red curves) and Ṅion

(blue curves) models. Different combinations of data are plotted:
Lyα forest + WMAP5 (solid), Lyα forest (excluding z = 6) +
WMAP5 (dotted), and Lyα forest + Planck (dashed). Error bars
show the constraints on Ṅion from Table 3.

Figure 9. Marginalised PDF of xi(z) = 0.5. ζ model (top panel)
and Ṅion model (bottom panel). Same line conventions as for
Figure 6.

in the more flexible Ṅion model. This is a strong indica-
tion of how parametrization dependent our results are (note
that using a power law for ζ leads to similar constraints
as a power law in Ṅion). Regardless of the parametrization,
the Universe is likely to have been fully ionized by z = 8,
p(xi(z = 8) > 0.99) ! 0.5.

Figure 10. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
the ionization history for the ζ model (top panel) and Ṅion model
(bottom panel) using Lyα forest and WMAP5.

Although having a constraint on the ionization history
is useful, it is advantageous to map this into the expected
amplitude of the 21 cm brightness temperature power spec-
trum P21. In order to achieve this mapping, we need two
pieces of information: the evolution of the mean brightness
temperature and a mapping between xi(z) and the ampli-
tude of the fluctuations on a given scale. Predicting the evo-
lution of the mean brightness temperature requires, in ad-
dition to a knowledge of xi(z), information about the IGM
temperature and the Lyα background responsible for cou-
pling the spin and kinetic temperatures. There is consid-
erable uncertainty in predicting these quantities (see e.g.
Furlanetto 2006; Pritchard & Furlanetto 2007; Pritchard &
Loeb 2008), so we will instead naively assume that the gas
has been heated to Tk ! TCMB and that TS = Tk as a
result of strong Wouthysen-Field coupling. With these as-
sumptions, we have

Tb = 27 xHI

„
Ωbh

2

0.023

« „
0.15

Ωmh2

1 + z
10

«1/2

mK. (6)

To map a given xi(z) into the desired P21(k, z), we assume
the validity of the analytic model of Furlanetto et al. (2004)
to calculate the power spectrum of the ionized component
Pxx. This model, based on the excursion set formalism, has
been shown to provide a good match to numerical simula-
tions of reionization (Zahn et al. 2007; Santos et al. 2007).
Moreover it has been shown that the spectrum of fluctua-
tions can be well modelled given only xi; it is surprisingly
robust to other astrophysical parameters once xi has been
fixed (McQuinn et al. 2007). We numerically build a lookup
table specifying P21 as a function of z and xi, which is then
used to map our constraints on xi into constraints on P21(k),
where we fix k = 0.1 Mpc−1 a scale roughly in the center of
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Figure 8. Redshift evolution of xi (top panel) and Ṅion (bottom
panel) for the best fitting history for the ζ (red curves) and Ṅion

(blue curves) models. Different combinations of data are plotted:
Lyα forest + WMAP5 (solid), Lyα forest (excluding z = 6) +
WMAP5 (dotted), and Lyα forest + Planck (dashed). Error bars
show the constraints on Ṅion from Table 3.

Figure 9. Marginalised PDF of xi(z) = 0.5. ζ model (top panel)
and Ṅion model (bottom panel). Same line conventions as for
Figure 6.

in the more flexible Ṅion model. This is a strong indica-
tion of how parametrization dependent our results are (note
that using a power law for ζ leads to similar constraints
as a power law in Ṅion). Regardless of the parametrization,
the Universe is likely to have been fully ionized by z = 8,
p(xi(z = 8) > 0.99) ! 0.5.

Figure 10. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
the ionization history for the ζ model (top panel) and Ṅion model
(bottom panel) using Lyα forest and WMAP5.

Although having a constraint on the ionization history
is useful, it is advantageous to map this into the expected
amplitude of the 21 cm brightness temperature power spec-
trum P21. In order to achieve this mapping, we need two
pieces of information: the evolution of the mean brightness
temperature and a mapping between xi(z) and the ampli-
tude of the fluctuations on a given scale. Predicting the evo-
lution of the mean brightness temperature requires, in ad-
dition to a knowledge of xi(z), information about the IGM
temperature and the Lyα background responsible for cou-
pling the spin and kinetic temperatures. There is consid-
erable uncertainty in predicting these quantities (see e.g.
Furlanetto 2006; Pritchard & Furlanetto 2007; Pritchard &
Loeb 2008), so we will instead naively assume that the gas
has been heated to Tk ! TCMB and that TS = Tk as a
result of strong Wouthysen-Field coupling. With these as-
sumptions, we have

Tb = 27 xHI

„
Ωbh

2

0.023

« „
0.15

Ωmh2

1 + z
10

«1/2

mK. (6)

To map a given xi(z) into the desired P21(k, z), we assume
the validity of the analytic model of Furlanetto et al. (2004)
to calculate the power spectrum of the ionized component
Pxx. This model, based on the excursion set formalism, has
been shown to provide a good match to numerical simula-
tions of reionization (Zahn et al. 2007; Santos et al. 2007).
Moreover it has been shown that the spectrum of fluctua-
tions can be well modelled given only xi; it is surprisingly
robust to other astrophysical parameters once xi has been
fixed (McQuinn et al. 2007). We numerically build a lookup
table specifying P21 as a function of z and xi, which is then
used to map our constraints on xi into constraints on P21(k),
where we fix k = 0.1 Mpc−1 a scale roughly in the center of
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Q: What is effect of incorporating a transition in the
cooling mass from molecular to atomic, instead of just as-
suming atomic cooling without. This would change the un-
derlying shape of the redshift evolution and probably help
boost τ .

Q: Investigate the difference between WMAP3 and
WMAP5. This gives a good deal extra constraining power at
higher redshifts. Makes the difference between getting an al-
most flat distribution for xi or one that peaks at a particular
value.

Figure ?? shows the posterior probability distribution
that results from the two population model with z0 = 13 and
∆z = 2 and ζ0 and ζ1 varied. Here we have applied the Γ−12

constraints at z = 4 and 5 as well as the τCMB constraint.
The Γ−12 constraint forces the model to a place where the
IGM is almost certainly fully ionized at z = 8. At z = 10,
the data constrains the model space only somewhat - we get
a broad posterior PDF. We can see however that xi ! 0.25,
so that reionization has begun and values of xi ∼ 0.5 are
favoured somewhat. The bulk of this constraint is coming
from τCMB - the same parametrization with WMAP3 level
constraints leads to an almost completely flat distribution
although with a similar lower limit xi ! 0.25.

Q: Covariance between cosmological parameters and
zeta model parameters will be important here. Should prob-
ably look into using CosmoMC if we want to do this prop-
erly. Since σ8 is probably the most important cosmological
parameter for our purposes we could just put in an arbi-
tray normalisation of the matter power spectrum and in-
clude that in our analysis.

7 COMBINING CMB AND 21 CM

Perform cosmoMC calculation for specified reionization
model to calculate the covariance between tau and a mea-
surement of xH(z) in some specified bin.

Let’s say I measure xH(z = 8) what constraint does
that put on τ and can I use this to reduce the uncertainty
coming from τ on other cosmological parameters. There’s
all sorts of uncertainty here in translating the constraint on
xH into the reionization history, but its an interesting idea
to point out.

Want a fisher/likeihood plot of τ versus xH to illustrate
the degeneracies and constraints.

7.1 Predictions for future 21 cm observations

Given our statements about the ionization history, what can
we say about the best place to look using the 21 cm signal?
We can use our inference of the ionization history to in-
fer the corresponding evolution of the 21 cm signal. At the
most basic level, we can assume that the signal is saturated
in emission, so that TK " TCMB and xα " 1. With this
assumption the brightness temperature is given by

Tb ≈ 27xHI

„
1 + z
10

«1/2

mK. (17)

This is a very crude assumption, since it has been show
by several authors that the X-ray and Lya backgrounds re-
quired for producing this signal may well not build up until
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Figure 16. Distribution of Tb/Tsky (Top panel) and xi (Bottom
panel) as a function of redshift.

z ≈ 10 well within the range of redshifts that we’re consider-
ing. We will ignore these complications for the moment and
focus on predictions for the ionization signal.

This brightness temperature is usefully compared to
the sky temperature, which is expected to be approximately
given by

Tsky ≈ 180(ν/180MHz)−2.6 K. (18)

The ratio of these two quantities is a reasonable estima-
tion of the signal-to-noise that radio interferometers might
achieve. More precisely, we would want to calculate the ratio
of the power spectrum fluctuations to the sky temperature.
This more accurately would capture where 21 cm experi-
ments should be targeted. Would need to do this by cal-
culating amplitude of fluctuations at each redshift for each
model setting ζ(z) appropriately to get fcoll(z)ζ(z) = xi(z)
then summing over likelihood of models. Not especially dif-
ficult to set up, but a days work - since only want one k
should implement MQ model rather than calculating ξ(r)
and FTing.

Figure 16 shows contours of the S/N as a function of
redshift. We show 25-% and 75-% contours from the cu-
mulative probability function. This is calculated by find-
ing the appropriate contours for xi and using the above
two equations to map into the space of z − S/N . We note
that the band enclosing 50% is thick only between redshifts
z = 10−−18, where there is considerable uncertainty.

Figure 17 uses the bubble model of FZH04 to map the
ionization history to the amplitude of brightness tempera-
ture fluctuations ∆Tb . It is well known that fluctuations rise
to a maximum around xi ∼ 0.5 before dropping as reioniza-
tion proceeds.

We find that the amplitude of ∆Tb peaks somewhere
in the range z = 8 − −11 with high confidence and has
a peak amplitude of around 10 mK. This bodes well for
upcoming experiments that are designed to focus on this
region. Within our model ∆Tb has dropped to near zero by
the time it reaches z = 8.

Numerical problem at low redshift since xi

doesn’t go to unity in this model. Also doesn’t in-
clude < xd > correlation at the moment since this is
slow to calculate.
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Q: What is effect of incorporating a transition in the
cooling mass from molecular to atomic, instead of just as-
suming atomic cooling without. This would change the un-
derlying shape of the redshift evolution and probably help
boost τ .

Q: Investigate the difference between WMAP3 and
WMAP5. This gives a good deal extra constraining power at
higher redshifts. Makes the difference between getting an al-
most flat distribution for xi or one that peaks at a particular
value.

Figure ?? shows the posterior probability distribution
that results from the two population model with z0 = 13 and
∆z = 2 and ζ0 and ζ1 varied. Here we have applied the Γ−12

constraints at z = 4 and 5 as well as the τCMB constraint.
The Γ−12 constraint forces the model to a place where the
IGM is almost certainly fully ionized at z = 8. At z = 10,
the data constrains the model space only somewhat - we get
a broad posterior PDF. We can see however that xi ! 0.25,
so that reionization has begun and values of xi ∼ 0.5 are
favoured somewhat. The bulk of this constraint is coming
from τCMB - the same parametrization with WMAP3 level
constraints leads to an almost completely flat distribution
although with a similar lower limit xi ! 0.25.

Q: Covariance between cosmological parameters and
zeta model parameters will be important here. Should prob-
ably look into using CosmoMC if we want to do this prop-
erly. Since σ8 is probably the most important cosmological
parameter for our purposes we could just put in an arbi-
tray normalisation of the matter power spectrum and in-
clude that in our analysis.

7 COMBINING CMB AND 21 CM

Perform cosmoMC calculation for specified reionization
model to calculate the covariance between tau and a mea-
surement of xH(z) in some specified bin.

Let’s say I measure xH(z = 8) what constraint does
that put on τ and can I use this to reduce the uncertainty
coming from τ on other cosmological parameters. There’s
all sorts of uncertainty here in translating the constraint on
xH into the reionization history, but its an interesting idea
to point out.

Want a fisher/likeihood plot of τ versus xH to illustrate
the degeneracies and constraints.

7.1 Predictions for future 21 cm observations

Given our statements about the ionization history, what can
we say about the best place to look using the 21 cm signal?
We can use our inference of the ionization history to in-
fer the corresponding evolution of the 21 cm signal. At the
most basic level, we can assume that the signal is saturated
in emission, so that TK " TCMB and xα " 1. With this
assumption the brightness temperature is given by

Tb ≈ 27xHI

„
1 + z
10

«1/2

mK. (17)

This is a very crude assumption, since it has been show
by several authors that the X-ray and Lya backgrounds re-
quired for producing this signal may well not build up until
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Figure 16. Distribution of Tb/Tsky (Top panel) and xi (Bottom
panel) as a function of redshift.

z ≈ 10 well within the range of redshifts that we’re consider-
ing. We will ignore these complications for the moment and
focus on predictions for the ionization signal.

This brightness temperature is usefully compared to
the sky temperature, which is expected to be approximately
given by

Tsky ≈ 180(ν/180MHz)−2.6 K. (18)

The ratio of these two quantities is a reasonable estima-
tion of the signal-to-noise that radio interferometers might
achieve. More precisely, we would want to calculate the ratio
of the power spectrum fluctuations to the sky temperature.
This more accurately would capture where 21 cm experi-
ments should be targeted. Would need to do this by cal-
culating amplitude of fluctuations at each redshift for each
model setting ζ(z) appropriately to get fcoll(z)ζ(z) = xi(z)
then summing over likelihood of models. Not especially dif-
ficult to set up, but a days work - since only want one k
should implement MQ model rather than calculating ξ(r)
and FTing.

Figure 16 shows contours of the S/N as a function of
redshift. We show 25-% and 75-% contours from the cu-
mulative probability function. This is calculated by find-
ing the appropriate contours for xi and using the above
two equations to map into the space of z − S/N . We note
that the band enclosing 50% is thick only between redshifts
z = 10−−18, where there is considerable uncertainty.

Figure 17 uses the bubble model of FZH04 to map the
ionization history to the amplitude of brightness tempera-
ture fluctuations ∆Tb . It is well known that fluctuations rise
to a maximum around xi ∼ 0.5 before dropping as reioniza-
tion proceeds.

We find that the amplitude of ∆Tb peaks somewhere
in the range z = 8 − −11 with high confidence and has
a peak amplitude of around 10 mK. This bodes well for
upcoming experiments that are designed to focus on this
region. Within our model ∆Tb has dropped to near zero by
the time it reaches z = 8.

Numerical problem at low redshift since xi

doesn’t go to unity in this model. Also doesn’t in-
clude < xd > correlation at the moment since this is
slow to calculate.
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Figure 11. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
∆Tb

/Tsky for the ζ model (top panel) and Ṅion model (bottom
panel) using Lyα forest and WMAP5. Solid red curves indicate
the thermal noise for MWA.

the range accessible to the first generation of 21 cm experi-
ments.

The sensitivity of the MWA to the 21cm power spec-
trum will be limited by thermal noise in the antennae
rather than by survey volume. At the relevant frequen-
cies the thermal noise will be dominated by the galac-
tic foreground, which is observed to have a temperature
Tsky ≈ 0.9(1 + z)2.6 K. The thermal noise for the observa-
tions therefore rises steeply at high redshift, implying that
better signal to noise will be obtained at lower redshifts. A
useful outcome of our analysis is a prediction of the redshift
where the MWA might be most likely to achieve the highest
SN detection. The likelihood for a given redshift is propor-
tional to the amplitude of the PS divided by the square of
the temperature of the sky. Thus, consideration of the sys-
tem noise weights the sensitivity of the instruments to lower
redshift ranges. Our results from this exercise are shown in
Figure 11, where we plot the power per logarithmic interval
∆Tb =

p
k3P21/2π2 divided by Tsky and for clarity in the

scales have multiplied the resulting S/N by 105. As expected
the curves cut off at low z as the gas becomes fully ionized
and all the curves tend towards the same asymptote at high
z where the gas is fully neutral. We find that 21 cm experi-
ments are likely to achieve the highest signal-to-noise ratio
in the range z = 9− 10.

As an example of a 21 cm experiment, in Figure 11, we
plot the expected thermal noise for MWA assuming the con-
figuration described in McQuinn et al. (2006), an integration
of 2000 hours on two places on the sky and a bandwidth of
6 MHz. We have allowed the collecting area of the dipoles
to scale as λ2, except above z = 8 where the area has been
capped to reflect geometric shadowing within the antennae
tiles. This clearly indicates that there is a good chance of

Figure 12. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
dxi/dz for the ζ model (top panel) and Ṅion model (bottom
panel) using Lyα forest and WMAP5.

MWA detecting the 21 cm signal over a wide range of red-
shifts.

Experiments sensitive to the global 21 cm signal will be
most sensitive to sharp features in xi(z) where the deriva-
tive of dxi/dz is large, since smooth modes are removed with
the foregrounds. Converting the reionization history into the
expected signal is difficult, since it depends upon both the
foregrounds and the instrumental response, which modifies
the shape of the foregrounds from a simple powerlaw. In Fig-
ure 12, we show the confidence intervals on dxi/dz. Since, in
most of our histories, reionization takes place over ∆z ! 2
the derivative seldom becomes large. Since our reionization
histories are monotonic the derivative is always negative.
More detailed calculation, including the effects of gas heat-
ing and Lyα coupling, would show more complicated be-
haviour.

Since 21cm observations are able to measure the ioniza-
tion fraction xi during the central parts of reionization (Lidz
et al. 2007), it is interesting to ask how such a measurement
would aid our knowledge of reionization during other stages
of the process.

In Figure 13, we show the marginalised PDF for xi in
several redshift bins given a measurement of xi(z = 9.5) =
0.5±0.05. Here we chose a fiducial value consistent with that
of our previous analysis and take an uncertainty broadly
consistent with that quoted in the analysis of (Lidz et al.
2007) for the MWA. We see that adding a direct measure-
ment of xi improves the constraints on the evolution of xi

considerably. This feeds into the constraints on the model
parameters and conceivably into our knowledge of the un-
derlying astrophysical sources.
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What do you gain?

Add 21 cm data point
xi(z=9)=0.5±0.05

Tightens distributions
significantly
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Figure 13. Distribution of xi at redshifts z = 8, 9, 10, and 11
for the Ṅion model. In each panel, we plot the distribution of the
ζ (black) and Ṅion (red) parametrizations with (solid curve) and
without (dotted curves) a 21 cm measurement of xi(z = 9.5) =
0.5± 0.05.

5 CONCLUSIONS

In this paper, we have developed a framework for combin-
ing existing constraints on reionization from CMB and Lyα
forest observations, and used them to place bounds on the
reionization history. Modeling of reionization is very uncer-
tain, both in terms of the sources of radiation (their evolu-
tion, spectrum, clustering etc), and in terms of their inter-
action with the neutral IGM. Rather than employ a semi-
analytic model, with all the necessary assumptions (e.g.
Choudhury & Ferrara 2005), we have therefore chosen a
more general approach which utilises arbitrary forms for
the evolution of ionizing emissivity. This approach avoids
theoretical prejudice regarding the model for reionization
at the greatest possible level. The framework that we have
used here can easily be extended to incorporate more gen-
eral parametrizations of the sources as improved data makes
that worthwhile.

The resulting analytic model for reionization and the
Lyα forest is described in Appendix A. This approach
remains model dependent. However the level of depen-
dance has been quantified by considering two different
parametrizations for the sources. These give consistent but
differing constraints on xi(z). Nevertheless, we are able to
draw some relatively robust conclusions from our analysis.
The main conclusion is that current observations suggest
reionization was largely complete by z = 8 with the Uni-
verse likely to have been half ionized between z = 9 − 10.
This result has important implications for upcoming 21 cm
experiments. In particular we have shown that the signal-
to-noise ratio for these experiments is most likely to be at
its maximum in the range z = 9− 10. Thus current observ-
ables of reionization can be used to guide the first attempts
at 21cm observations, which will be very expensive in terms

of observing time, and cover only a fraction of the reioniza-
tion era at a time. Finally, we also demonstrate that follow-
ing a 21cm derived measurement of the ionization fraction
midway through the reionization era, the constraints on the
entire history will be greatly enhanced.
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Measure tau?
Can imagine measuring CMB optical depth with 21 cm experiments

Constraining massive neutrinos using cosmological 21 cm observations

Jonathan R. Pritchard∗

Harvard-Smithsonian Center for Astrophysics,

MS-51, 60 Garden St, Cambridge, MA 02138

abstract

I. INTRODUCTION

xe(z) =






1 z ≤ 7

xe 7 < z ≤ zr

0 z > zr
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21 cm measurements in two bins
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With enough data might 
constrain tau at interesting level
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FIG. 4: default
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Figure 11. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
∆Tb

/Tsky for the ζ model (top panel) and Ṅion model (bottom
panel) using Lyα forest and WMAP5. Solid red curves indicate
the thermal noise for MWA.

the range accessible to the first generation of 21 cm experi-
ments.

The sensitivity of the MWA to the 21cm power spec-
trum will be limited by thermal noise in the antennae
rather than by survey volume. At the relevant frequen-
cies the thermal noise will be dominated by the galac-
tic foreground, which is observed to have a temperature
Tsky ≈ 0.9(1 + z)2.6 K. The thermal noise for the observa-
tions therefore rises steeply at high redshift, implying that
better signal to noise will be obtained at lower redshifts. A
useful outcome of our analysis is a prediction of the redshift
where the MWA might be most likely to achieve the highest
SN detection. The likelihood for a given redshift is propor-
tional to the amplitude of the PS divided by the square of
the temperature of the sky. Thus, consideration of the sys-
tem noise weights the sensitivity of the instruments to lower
redshift ranges. Our results from this exercise are shown in
Figure 11, where we plot the power per logarithmic interval
∆Tb =

p
k3P21/2π2 divided by Tsky and for clarity in the

scales have multiplied the resulting S/N by 105. As expected
the curves cut off at low z as the gas becomes fully ionized
and all the curves tend towards the same asymptote at high
z where the gas is fully neutral. We find that 21 cm experi-
ments are likely to achieve the highest signal-to-noise ratio
in the range z = 9− 10.

As an example of a 21 cm experiment, in Figure 11, we
plot the expected thermal noise for MWA assuming the con-
figuration described in McQuinn et al. (2006), an integration
of 2000 hours on two places on the sky and a bandwidth of
6 MHz. We have allowed the collecting area of the dipoles
to scale as λ2, except above z = 8 where the area has been
capped to reflect geometric shadowing within the antennae
tiles. This clearly indicates that there is a good chance of

Figure 12. Confidence intervals at the 95% (dotted curves) and
68% (dashed curves) levels and median history (solid curve) for
dxi/dz for the ζ model (top panel) and Ṅion model (bottom
panel) using Lyα forest and WMAP5.

MWA detecting the 21 cm signal over a wide range of red-
shifts.

Experiments sensitive to the global 21 cm signal will be
most sensitive to sharp features in xi(z) where the deriva-
tive of dxi/dz is large, since smooth modes are removed with
the foregrounds. Converting the reionization history into the
expected signal is difficult, since it depends upon both the
foregrounds and the instrumental response, which modifies
the shape of the foregrounds from a simple powerlaw. In Fig-
ure 12, we show the confidence intervals on dxi/dz. Since, in
most of our histories, reionization takes place over ∆z ! 2
the derivative seldom becomes large. Since our reionization
histories are monotonic the derivative is always negative.
More detailed calculation, including the effects of gas heat-
ing and Lyα coupling, would show more complicated be-
haviour.

Since 21cm observations are able to measure the ioniza-
tion fraction xi during the central parts of reionization (Lidz
et al. 2007), it is interesting to ask how such a measurement
would aid our knowledge of reionization during other stages
of the process.

In Figure 13, we show the marginalised PDF for xi in
several redshift bins given a measurement of xi(z = 9.5) =
0.5±0.05. Here we chose a fiducial value consistent with that
of our previous analysis and take an uncertainty broadly
consistent with that quoted in the analysis of (Lidz et al.
2007) for the MWA. We see that adding a direct measure-
ment of xi improves the constraints on the evolution of xi

considerably. This feeds into the constraints on the model
parameters and conceivably into our knowledge of the un-
derlying astrophysical sources.
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Same exercise leads to 
distribution of dxi/dz

Potentially useful for 
guiding global experiments

e.g. EDGES

Mapping  to sensitivity
not totally straightforward

Bowman+ 2008



Caveats

• Ignored covariances between data sets and 
cosmological parameters

• Ignored spin temperature variation (but may well 
be important at these redshifts)

• Lya forest model approximate

• Could include more data: high-z galaxies, DLA, IGM 
temperature, etc.



Conclusions

• Despite uncertainties interesting to take analytical 
reionization models and perform inference 
exercise - Quantify our ignorance

• Two different parametrizations agree that

• Reionization likely complete by z=8

• Mid point of reionization probably in range z=9-11

• Adding 21 cm measurements will improve things

• Framework easily extended to include other 
observations


