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CR propagation

How to cast the problem?
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source function propagation probability 
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Extremely complicated problem: needs 
simplifications



CR propagation
CRs obey essentially a diffusion equation (Ginzburg & Syrovatsky, 1964)
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SN source term.
We assume everywhere

a power law energy spectrum

Convection term
Energy loss ReaccelerationDiffusion tensor

D(E) = D0 (ρ/ρ0)
δ

ρ = rigidity ∼ p/Z Dpp ∝
p2v2

A

D

The height of the propagation/diffusion region is zt D0(z) ∝ ez/zt

Several approximations: stationary solution, smoothed source distribution... Turn out to be 
surprisingly good for hadronic cosmic rays.



Equation solvers...
Several ways of solving the diffusion equation:
 - leaky-box models: 
   Analytic and surprisingly meaningful solutions. Benchmark model!

 - semi-analytic models assume simplified distributions for sources and gas, and try to
   solve the diffusion equation analytically (Maurin, Salati, Donato et al)
 - numerical models (Galprop) try to use more realistic distributions

A new numerical model: DRAGON (Diffusion of cosmic RAys in the Galaxy 
modelizatiON)

References: 
C. Evoli et al. JCAP 0810 (2008) 018
G. Di Bernardo et al. arXiv:0909.4548 
and works in preparation

D(E)↔ τesc(E)

Features (w.r.t. Galprop):
- same fragmentation cross sections
- position dependent, anisotropic diffusion
- boundary conditions in momentum and at R=0
- independent injection spectra for each nuclear species
- same results in same conditions
- faster (improved treatment of decays)
- interfaced with DarkSUSY
- only 2D
- not public (yet)



Most important propagation parameters: D0, δ

Plan of work

Standard wisdom: high energy 
spectra are just the result of 
diffusion and possibly spallation

High energy data now available 
(CREAM, PAMELA)

Perform an energy dependent analysis of 
data, to see where low energy effects kick in 
and disentangle their effects from diffusion

At low energy other processes 
(reacceleration, convection, energy losses, 
change of diffusion regime at low energy) 
are relevant and may mask the effects of 
diffusion, see e.g. the recent 
Maurin et al, 1001.0553 & 1001.0551, also 
Ptuskin et al, ApJ 642 (2006)



Most important propagation parameters: D0, δ

Plan of work

Final results: learning something about D0, δ, vA.

Standard wisdom: high energy 
spectra are just the result of 
diffusion and possibly spallation

High energy data now available 
(CREAM, PAMELA)

Perform an energy dependent analysis of 
data, to see where low energy effects kick in 
and disentangle their effects from diffusion

At low energy other processes 
(reacceleration, convection, energy losses, 
change of diffusion regime at low energy) 
are relevant and may mask the effects of 
diffusion, see e.g. the recent 
Maurin et al, 1001.0553 & 1001.0551, also 
Ptuskin et al, ApJ 642 (2006)



We are interested in mainly in B/C and antiproton/
proton ratios

It is very important to consider the high-energy 
part of these ratios (energy greater than some 
tens of GeV) because:
• Solar modulation plays a minor role 
• Diffusive reacceleration (which introduces a new 
free parameter, the Alfven velocity) plays a minor 
role

• Energy losses due to spallation are less important 
• Production cross section are known with less 
uncertainty

threshold energy ~ 7 GeV (in lab)

Antiprotons have a unique feature: secondary 
spectrum affected by threshold effects!

Our tools: secondary to primary ratios
Nsec

Npri
∝ Pspall(E)τesc(E)

τint(E)
→ E−δ at high E

vA=0

vA=30



Also data on the main B (and 
partially C) progenitors are 
extremely relevant
Also consider N/O and C/O 
ratios 

Our tools: secondary to primary ratios



Secondary/primary in our model



Secondary/primary in our model

Aim:
   place limits on δ, vA, D0    (actually, D0/zt is the right quantity)
Strategy:
✓ for fixed values of the propagation parameters vA,  δ, and D0/zt we 

vary the C/O and N/O source ratios to compute the χ2CNO of the 
propagated, and modulated, C/O and N/O ratios against experimental 
data in the energy range 1 GeV < Ek < 1 TeV
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✓ for the same fixed value of vA, we finely sample the parameter space 
(δ, D0/zt) by using, for each couple of these parameters, the C/O and 
N/O source ratios which minimize χ2CNO; for each of these realizations 
we compute the χ2BC for the B/C modulated ratio against data in several 
energy ranges



Secondary/primary in our model

Aim:
   place limits on δ, vA, D0    (actually, D0/zt is the right quantity)
Strategy:
✓ for fixed values of the propagation parameters vA,  δ, and D0/zt we 

vary the C/O and N/O source ratios to compute the χ2CNO of the 
propagated, and modulated, C/O and N/O ratios against experimental 
data in the energy range 1 GeV < Ek < 1 TeV

✓ for the same fixed value of vA, we finely sample the parameter space 
(δ, D0/zt) by using, for each couple of these parameters, the C/O and 
N/O source ratios which minimize χ2CNO; for each of these realizations 
we compute the χ2BC for the B/C modulated ratio against data in several 
energy ranges

✓ we repeat the same analysis for several values of vA to probe the 
effect of diffusive reacceleration. For each value of vA we then 
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Secondary/primary in our model

Aim:
   place limits on δ, vA, D0    (actually, D0/zt is the right quantity)
Strategy:
✓ for fixed values of the propagation parameters vA,  δ, and D0/zt we 

vary the C/O and N/O source ratios to compute the χ2CNO of the 
propagated, and modulated, C/O and N/O ratios against experimental 
data in the energy range 1 GeV < Ek < 1 TeV

✓ for the same fixed value of vA, we finely sample the parameter space 
(δ, D0/zt) by using, for each couple of these parameters, the C/O and 
N/O source ratios which minimize χ2CNO; for each of these realizations 
we compute the χ2BC for the B/C modulated ratio against data in several 
energy ranges

✓ we repeat the same analysis for several values of vA to probe the 
effect of diffusive reacceleration. For each value of vA we then 
determine the allowed ranges of δ and D0/zt for several Confidence 
Levels

✓ we repeat steps 2 and 3 for the antiproton/proton ratios



Secondary/primary in our model

Dependence of secondary/primary 
ratios on the reacceleration level in 
the “best fit” case.
Modulation potential fixed by requiring 
to reproduce the proton spectrum



Statistical analysis I
Unified interpretation of cosmic-ray nuclei and antiproton recent measurements 9

Figure 1. The 68%, 95% and 99% confidence level regions of DRAGON models,
computed for Emin = 1 GeV/n are represented in the plane (D0/zt, δ). For the 68%
confidence level the corresponding value of the χ2 is also shown. The red crosses
show the best-fit position. Each row corresponds to different values of the Alfvèn
velocity: vA = 10, 15, 20 km/s from top to bottom. Each column corresponds to
different analyses: B/C (left panels), p̄/p (center panels) and combined (right panels).

model is also in reasonably good agreement with experimental data.

We would like to stress here that although the results obtained in this section favor
vA ! 15 km/s and δ ! 0.45, other combinations of parameters, as those shown in

Tab. 1, have acceptable χ2
B/C and cannot therefore be excluded on the basis of light

nuclei secondary/primary data alone. For example, a model with vA = 30 km/s and

δ = 0.33, has a minimal χ2
B/C = 0.40 and indeed provides an acceptable description of

the experimental data (see Sec. 4). The CL regions shown in Fig. 1 provide a graphical

representation of the statistical uncertainties on the determination of δ and D0/zt for

Confidence level 
contours for various 
vA=10,15,20 km/s and 
Ekmin = 1 GeV/n

B/C ap/p combined

20 B/C points

Unified interpretation of cosmic-ray nuclei and antiproton recent measurements 8

Table 1. Best fit parameter resulting from comparing our model prediction with B/C
experimental data (B/C analysis) and with B/C and p̄/p experimental data (combined
statistical analysis), as described in text.

B/C analysis joint analysis

vA [km/s] Emin [GeV/n] δ D0/zt χ2 δ D0/zt χ2

0
1 0.57 0.60 0.38 0.49 0.79 1.63
5 0.49 0.68 0.38 0.49 0.96 0.85

10 0.46 0.73 0.19 0.55 0.90 1.63

10

1 0.52 0.68 0.32 0.49 0.79 0.87

5 0.46 0.73 0.40 0.52 0.90 1.92

10 0.44 0.79 0.19 0.60 0.79 3.46

15

1 0.46 0.76 0.33 0.49 0.79 0.87

5 0.44 0.79 0.36 0.52 0.90 1.92

10 0.44 0.82 0.20 0.60 0.79 3.46

20

1 0.41 0.90 0.47 0.41 1.01 1.92

5 0.46 0.79 0.29 0.49 0.98 1.09

10 0.41 0.87 0.21 0.52 0.98 1.91

30

1 0.33 1.20 0.40 0.41 1.01 1.92

5 0.38 1.04 0.19 0.49 0.98 1.09

10 0.41 0.95 0.16 0.52 0.98 1.91

best probes indeed the actual physical values of δ and D0/zt. On the other hand,

when also lower energy data are taken into account, reacceleration plays a relevant
role, as demonstrated by the strong dependence of these parameters on vA for the case

Emin = 1 GeV/n. In that case, the minimal χ2’s correspond to vA = 10, 15 km/s.

The latter value has to be preferred because of the lower χ2 at intermediate energies

(Emin = 5 GeV/n) and because the best-fit values of δ and D0/zt are almost independent

on Emin, as expected if all relevant physics were taken into account.

Our preferred set of parameters is therefore vA = 15 km/s and (δ, D0/zt) =
(0.45, 0.8) (due to the large errors involved in this analysis, the small variations of

the best values with Emin are irrelevant and the last digits of their value have been

approximated).

We show in Fig. 2(a) to 2(c) that for this choice of the parameters the B/C and N/O

and C/O data are all nicely reproduced. In the same figures we also show the effect of

varying vA by keeping fixed δ and D0/zt to their best-fit values. Again, the best match
with data is achieved with vA = 15 km/s. It should be noted that C/O CREAM data

points differ significantly from those of the other experiments for Ek > 10 GeV/n. Due

to their large statistical errors, however, these data have almost no effects on the results

of our analysis. The best fit value of the N/O source abundance is 6 % which is in good

agreement with previous results based on low energy data [37]. As a consistency check,

in Fig. 2(d) we show that the absolute Oxygen spectrum computed with our preferred



ap/p in our model
large effects of reacceleration 

on the proton spectrum



ap/p in our model

Interesting feature:
the antiproton flux does not 

depend on vA 
(hence on reacceleration)

large effects of reacceleration 
on the proton spectrum
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Figure 1. The 68%, 95% and 99% confidence level regions of DRAGON models,
computed for Emin = 1 GeV/n are represented in the plane (D0/zt, δ). For the 68%
confidence level the corresponding value of the χ2 is also shown. The red crosses
show the best-fit position. Each row corresponds to different values of the Alfvèn
velocity: vA = 10, 15, 20 km/s from top to bottom. Each column corresponds to
different analyses: B/C (left panels), p̄/p (center panels) and combined (right panels).

model is also in reasonably good agreement with experimental data.

We would like to stress here that although the results obtained in this section favor
vA ! 15 km/s and δ ! 0.45, other combinations of parameters, as those shown in

Tab. 1, have acceptable χ2
B/C and cannot therefore be excluded on the basis of light

nuclei secondary/primary data alone. For example, a model with vA = 30 km/s and

δ = 0.33, has a minimal χ2
B/C = 0.40 and indeed provides an acceptable description of

the experimental data (see Sec. 4). The CL regions shown in Fig. 1 provide a graphical

representation of the statistical uncertainties on the determination of δ and D0/zt for

Confidence level 
contours for various 
vA=10,15,20 km/s and 
Ekmin = 1 GeV/n

B/C ap/p combined

20 B/C points
38 ap/p points
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Figure 1. The 68%, 95% and 99% confidence level regions of DRAGON models,
computed for Emin = 1 GeV/n are represented in the plane (D0/zt, δ). For the 68%
confidence level the corresponding value of the χ2 is also shown. The red crosses
show the best-fit position. Each row corresponds to different values of the Alfvèn
velocity: vA = 10, 15, 20 km/s from top to bottom. Each column corresponds to
different analyses: B/C (left panels), p̄/p (center panels) and combined (right panels).

model is also in reasonably good agreement with experimental data.

We would like to stress here that although the results obtained in this section favor
vA ! 15 km/s and δ ! 0.45, other combinations of parameters, as those shown in

Tab. 1, have acceptable χ2
B/C and cannot therefore be excluded on the basis of light

nuclei secondary/primary data alone. For example, a model with vA = 30 km/s and

δ = 0.33, has a minimal χ2
B/C = 0.40 and indeed provides an acceptable description of

the experimental data (see Sec. 4). The CL regions shown in Fig. 1 provide a graphical

representation of the statistical uncertainties on the determination of δ and D0/zt for

Confidence level 
contours for various 
vA=10,15,20 km/s and 
Ekmin = 1 GeV/n
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Statistical analysis II
Unified interpretation of cosmic-ray nuclei and antiproton recent measurements 8

Table 1. Best fit parameter resulting from comparing our model prediction with B/C
experimental data (B/C analysis) and with B/C and p̄/p experimental data (combined
statistical analysis), as described in text.

B/C analysis joint analysis

vA [km/s] Emin [GeV/n] δ D0/zt χ2 δ D0/zt χ2

0
1 0.57 0.60 0.38 0.49 0.79 1.63
5 0.49 0.68 0.38 0.49 0.96 0.85

10 0.46 0.73 0.19 0.55 0.90 1.63

10

1 0.52 0.68 0.32 0.49 0.79 0.87

5 0.46 0.73 0.40 0.52 0.90 1.92

10 0.44 0.79 0.19 0.60 0.79 3.46

15

1 0.46 0.76 0.33 0.49 0.79 0.87

5 0.44 0.79 0.36 0.52 0.90 1.92

10 0.44 0.82 0.20 0.60 0.79 3.46

20

1 0.41 0.90 0.47 0.41 1.01 1.92

5 0.46 0.79 0.29 0.49 0.98 1.09

10 0.41 0.87 0.21 0.52 0.98 1.91

30

1 0.33 1.20 0.40 0.41 1.01 1.92

5 0.38 1.04 0.19 0.49 0.98 1.09

10 0.41 0.95 0.16 0.52 0.98 1.91

best probes indeed the actual physical values of δ and D0/zt. On the other hand,

when also lower energy data are taken into account, reacceleration plays a relevant
role, as demonstrated by the strong dependence of these parameters on vA for the case

Emin = 1 GeV/n. In that case, the minimal χ2’s correspond to vA = 10, 15 km/s.

The latter value has to be preferred because of the lower χ2 at intermediate energies

(Emin = 5 GeV/n) and because the best-fit values of δ and D0/zt are almost independent

on Emin, as expected if all relevant physics were taken into account.

Our preferred set of parameters is therefore vA = 15 km/s and (δ, D0/zt) =
(0.45, 0.8) (due to the large errors involved in this analysis, the small variations of

the best values with Emin are irrelevant and the last digits of their value have been

approximated).

We show in Fig. 2(a) to 2(c) that for this choice of the parameters the B/C and N/O

and C/O data are all nicely reproduced. In the same figures we also show the effect of

varying vA by keeping fixed δ and D0/zt to their best-fit values. Again, the best match
with data is achieved with vA = 15 km/s. It should be noted that C/O CREAM data

points differ significantly from those of the other experiments for Ek > 10 GeV/n. Due

to their large statistical errors, however, these data have almost no effects on the results

of our analysis. The best fit value of the N/O source abundance is 6% which is in good

agreement with previous results based on low energy data [37]. As a consistency check,

in Fig. 2(d) we show that the absolute Oxygen spectrum computed with our preferred

Ideally: in the energy 
dependent analysis the 
best model is the one 
without energy 
variation of the 
parameters.

More statistics at high 
energy is required, 
with small error bars...



Comparison with other’s results

Galprop models: 
δ = 0.33
vA = 30 km/s
break in CR injection spectrum at 9 GV 
(required to fit low energy data)

★ fit B/C down to low energy
★ problems with N/O
★ problems with antiprotons (if no break 

is introduced)
★ no quantitative estimate of quality of 

fit and more free parameters

DRAGON models: 
δ = 0.46
vA = 15 km/s
no break in CR injection

★ work well above 1 GeV/n for both 
nuclei and ap (no discrepancy between 
B/C and ap/p measurements)

★ problems at lower energy
★ less free parameters



Comparison with other’s results

Semi-analytic models:
more difficult to compare, 
due to different assumptions.
Consider Maurin et al, 1001.0553
and a model without convection
δ = 0.51
vA (rescaled) = 7 km/s 
+ low energy effects on diffusion

Overall good agreement.

DRAGON models: 
δ = 0.46
vA = 15 km/s
no break in CR injection

★ work well above 1 GeV/n for both 
nuclei and ap (no discrepancy between 
B/C and ap/p measurements)

★ problems at lower energy
★ less free parameters

D. Maurin et al.: Systematic uncertainties on the cosmic-ray transport parameters 11

Table 10. Best-fit parameters for a few selected configura-
tions.

Model ηT K0 × 102 δ Vc Va χ2/d.o.f
(kpc2 Myr−1) (km s−1) (km s−1)

III† SA 0.481 0.856 18.84 37.98 1.47
III/II! -1.3 3.161 0.512 0. 45.35 2.26

I/0‡ -2.61 2.054 0.613 0. . . . 3.29

II† SA 9.753 0.234 . . . 73.14 4.73
† Best-fit transport parameters for standard Model II and III.

‡ Best-fit parameters with ηT free (no reacceleration).
" Best-fit parameters for fixed ηT .

Note 10. Standard models refer to SA diffusion coefficients (see
Table 5). Alternative models show by their different value for
ηT , as parameterised from Eq. (10).
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Fig. 7. Best-fit B/C ratio for standard Model II (thick red)
and III (thick black) using the reference setting (solid and
thin dashed lines are for the cross-section sets W03 and
GAL09). The special best-fit model O/I and III/II are also
plotted in thin gray lines (light and dark shade respec-
tively).

over Model II. However, the latter seems to be more in
agreement with theoretical expectations on δ. Model II is
also more consistent with the measured propagated slope
γ = α + δ. Because of this oddity, we may not be able to
give a definite answer about the value of δ. This is further
complicated when ηT is left free: in that case best models
are always without convection, and even the pure diffusive
model is redeemed (although both have difficulties to re-
produce the B/C peak at GeV/n energies). We see that
many uncertainties show up at GeV/n energies. As also il-
lustrated by the various predictions for various δ in Fig 7,
the higher the energy, the closer we can expect to reach the
purely diffusive regime. Hence, high-energy B/C data are
desired to unambiguously pinpoint the value of δ.

9.3. Conclusion

In the past years, we have promoted and used a
model favouring both convection and reacceleration (e.g.,
Maurin et al. 2001, 2002, and subsequent studies) from sta-
tistical criteria. The main and known problem of this model
lies in its uncomfortably high value for δ (δ ∼ 0.8). Such

a model is also preferred in the present study. In addition,
we found that the high value for δ is extremely resilient to
any change in the setting, which leaves us with several al-
ternatives: either assume that there are complicated biases
in the data that conspire to give high δ in such models,
or that this high value of δ is real (in that case it needs
to be explained theoretically), or that any model with con-
vection should be excluded (which is in contradiction with
the fact that winds are observed in many galaxies). Even
if we adopt the last alternative, no firm conclusions can be
drawn on the value of δ. Indeed, if the statistical analysis is
relaxed, a large category of models are redeemed, attaining
any value for δ between 0.3 and 0.9: these models may be
purely diffusive, with convection and/or reacceleration, and
are very sensitive to the shape of the low-energy diffusion
coefficient (which is not prescribed theoretically for the mo-
ment). Data at higher energy are needed to solve this ques-
tion. More constraints can also be obtained by combining
several secondary-to-primary ratios (e.g., Webber 1997a,b).
This is left for a further study.

This study has limitations. For instance, we only varied
the source and diffusion parameters according to simple pa-
rameterisations. More complicated dependences could have
been inspected. However, it is worth reminding that it may
be dangerous to introduce too many ad hoc prescriptions,
as the statistical meaning—already unclear when compar-
ing the different classes of models—becomes less and less
obvious as the number of parameters and model tested in-
crease. In the framework of homogeneous and isotropic dif-
fusion coefficients, a maybe more important issue is the
question of the Galactic wind. A constant wind was cho-
sen because of the simplicity of the solutions (of the cor-
responding diffusion equation). On the one hand, Galactic
winds are ubiquitous. On the other hand, as shown in this
study, constant wind cannot accommodate realistic slope of
the diffusion coefficient. A linear wind may provide differ-
ent results. We are implementing a numerical solver in our
propagation code to inspect this issue. Another possibility
that cannot be ruled out is that the HEAO-3 data suffer
from non-trivial systematics.

Finally, the starting point of the paper was a comparison
between systematic uncertainties (generated by uncertain-
ties in the input ingredients) and statistical uncertainties
for the values of the transport parameters. The fact that
the former can be larger than the latter shows that many
efforts remain do be done in CR physics, especially for the
production cross-sections, before one can take full advan-
tage of any statistical analysis, as performed in Paper I
and II with an MCMC technique. Still, this area may come
soon, as new data on cosmic-ray nuclei are being released
(cream, pamela, tracer).
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Systematic uncertainties

Fragmentation cross section:
- from the cross section itself ~ 20%

Allowing for some systematic energy bias
- factor of 2 on D0

- 10% on δ
- 50% on vA

Unknown low energy physics: 
parametrized as

6 D. Maurin et al.: Systematic uncertainties on the cosmic-ray transport parameters

Table 5. K(E) and Kpp for different schemes.

Type of turbulence ηT
KppKxx

4/3 p2V 2
a

LBI Leaky Box Inspired 0 1
δ (4−δ2) (4−δ)

SA Slab Alfvén 1 1
δ (4−δ2) (4−δ)

IFM Isotropic fast magnetosonic 2−δ β1−δ ln( v
Va

)

Mix Mixture SA and IFM 1−δ β1−δ ln( v
Va

)

Note 5. The spatial diffusion coefficient is Kxx = βηT ·K0 · Rδ .

Table 6. Best-fit transport parameters based on different
low-energy dependence of the diffusion coefficient.

Type Kbest
0 × 102 δbest V best

c V best
a χ2/d.o.f

(kpc2 Myr−1) (km s−1) (km s−1)

0: LBI 3.48 0.45 . . . . . . 17.5
0: SA 4.08 0.40 . . . . . . 28.8

0: IFM 4.30 0.38 . . . . . . 36.7
0: Mix 3.71 0.43 . . . . . . 23.7

I: LBI 0.40 0.94 13.6 . . . 12.0
I: SA 0.42 0.93 13.5 . . . 11.2

I: IFM 0.42 0.93 13.5 . . . 11.6
I: Mix 0.41 0.94 13.5 . . . 12.0

II: LBI 5.50 0.38 . . . 65.0 1.61
II: SA 9.76 0.23 . . . 73.1 4.73

II: IFM 14.0 0.16 . . . 18.9 6.86
II: Mix 7.13 0.32 . . . 12.8 2.03

III: LBI 0.70 0.78 18.0 47.1 0.87
III: SA 0.48 0.86 18.8 38.0 1.47

III: IFM 0.49 0.85 18.9 45.6 1.25
III: Mix 0.73 0.77 17.8 57.4 0.93

Note 6. Model 0, I, II and III for L = 4 kpc. SA corresponds to the
reference DM used throughout the paper.

In a second step, we let ηT vary over a wide range in order
to draw more general conclusions.

6.1. Influence of the turbulence scheme

A few turbulence schemes are gathered in Table 5. The
associated best-fit values of the transport coefficients are
presented in Table 6.

When convection only is present (Model I), the low-
energy form of K(E) is irrelevant, as seen in Table 6. For
models with reacceleration (Model II and III), it signifi-
cantly affects almost all parameters. If there is no wind
(Model II), the effect is maximal on δ. The model with pure
diffusion (Model 0), or with both convection and reacceler-
ation (Model III) falls in-between. For Model III, the cases
SA and IFM on the one hand, and LBI and Mix on the
other hand give very similar results. This is easily under-
stood as the quantities ηSAT = 2− δ and ηIMF

T = 1 (respec-
tively ηLBI

T = 1 − δ and ηMix
T = 0) are roughly equals for

δbestIII ∼ 1.
The important result is that Model III is mildly sensitive

to the diffusion scheme, with an uncertainty of a few tens of
percent scatter on all the transport parameters. However,
Model II parameters are extremely sensitive to the diffusion
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Fig. 2. Same as Fig. 1, but now as a function of ηT [see
Eq. (10)]. The vertical gray-dotted line is for the default
configuration ηT = 1 (SA).

scheme (more than a factor of 2 scatter). Depending on
the case considered, δ is found in the range 0.16 − 0.38.
The hierarchy of χ2

min among the various models is always
conserved.

6.2. Generalisation to any ηT

We generalise the analysis by allowing for any value of the
parameter ηT in the diffusion coefficient K(E). Doing so,
we do not seek to provide sound physical motivations for
the range tested. In this section, whatever the value for ηT ,
the diffusion coefficient in momentum space is assumed to
follow KppKxx = (4/3) p2V 2

a /(δ (4− δ2) (4− δ)).
The best-fit transport parameters and χ2

min evolution
as a function of ηT are plotted in Fig. 2. For ηT ! −2, all
the models converge slowly towards purely diffusive models
(no convection, no reacceleration). But this is at the cost
of a bad χ2 (see bottom panel). Based on the χ2 criterium,
large values of ηT (" 2) are also disfavoured. The four con-
figurations have marked minima in their χ2

min, correspond-
ing to ηbestT ≈ −2.75,−2.5,−0.25,+0.25 for models 0, I, II,
and III respectively, for which δbest ≈ 0.6, 0.6, 0.4, 0.8. For
ηT ∼ −2.5, all models point at δ ∼ 0.5, close to a Kraichnan
spectrum for turbulence.

For Model III, for a well-chosen value of ηT , the diffusion
slope could be decreased at most down to δ = 0.5, but such

D ∝ βηT (ρ/ρ0)
δ

see Maurin et al, 1001.0553

large effects, especially on vA



In view of DM studies... study the BG!
Antiprotons can be produced by exotic galactic 
components, as DM, together with positrons

We estimate the max and min flux of CR 
antiprotons in agreement with B/C data (2σ).

Not too large variation, and overall 
agreement with data.
Strong constraints are likely.



dependence is assumed to be a power-law; (ii) the propagation is
described by a diffusion-loss equation whose effect is to steepen
the spectral slope with respect to the injection.

It is important to remember that astrophysical sources of elec-
trons are actually stochastic in space and time. Since electron prop-
agation – in contrast with the hadronic part of CRs – is severely
limited by energy losses via synchrotron radiation and IC scatter-
ing, a large fraction of the electrons that are detected above
100 GeV are expected to be produced within few kpc of the Earth
by few sources. Statistical fluctuations in the injection spectrum
and spatial distribution of those nearby sources may produce sig-
nificant deviations in the most energetic part of the observed spec-
trum compared to the conventional homogeneous and steady state
scenario (see e.g. Atoyan et al. [4], Pohl and Esposito [5], Strong and
Moskalenko [6], Kobayashi et al. [1]).

Recently, the ATIC balloon experiment [7] found a prominent
spectral feature at around 600 GeV in the total electron spectrum.1

This feature was also marginally observed by PPB-BETS [9]. Further-
more, the H.E.S.S. [10,11] atmospheric Cherenkov telescope (ACT) re-
ported a significant steepening of the electron spectrum above
! 1 TeV.

In addition to (charge undifferentiated) electron measurements,
another independent indication of the presence of a possible devi-
ation from the standard picture came from the recent measure-
ments of the positron to electron fraction, eþ=ðe$ þ eþÞ, between
1.5 and 100 GeV by the PAMELA satellite experiment [12,13]. PAM-
ELA found that the positron fraction changes slope at around
10 GeV and begins to increase steadily up to 100 GeV. A similar
trend was also indicated by earlier experiments HEAT [14] and
AMS-01 [2] (see also Bellotti et al. [15]) with lower significance
and in a narrower energy range. This behavior is very different
from that predicted for secondary positrons produced in the colli-
sion of CR nuclides with the interstellar medium (ISM) (see e.g.
Moskalenko and Strong [16]). The discrepancy moderates only if
one considers a very steep injection index for electrons [17].

Based on their observations, the recent publications of the ATIC
[7] and PAMELA [13] collaborations report the need for an addi-
tional component of electrons and positrons originating from pul-
sars, or dark matter, clearly unaccounted for in the standard CR
model. Indeed, the possibility that the excess of high energy posi-
trons measured by PAMELA and the anomalous spectrum reported
by ATIC and PPB-BETS in the several hundreds of GeV range are
connected with a dark matter particle has stirred great interest
(for early references see e.g. [18–22]). Astrophysical interpreta-
tions of PAMELA results, based on the role of one (or more) nearby
pulsars (see e.g. Hooper et al. [23] and Yuksel et al. [24]) have also
been proposed although a combined interpretation of ATIC and
PAMELA results in that framework was shown to be unlikely [25].

Very recently the experimental information available on the
CRE spectrum has been dramatically expanded as the Fermi-LAT
Collaboration has reported a high precision measurement of the
electron spectrum from 20 GeV to 1 TeV performed with its Large
Area Telescope (LAT) [26]. As Fig. 1 shows, a simple power-law
fit of the Fermi-LAT electron energy spectrum is possible giving:

Je& ¼ ð175:40& 6:09Þ E
1GeV

! "$ð3:045&0:008Þ

GeV$1 m$2 s$1 sr$1 ð1Þ

with v2 ¼ 9:7 (for 23 d.o.f.) where statistical and systematic (dom-
inant) errors have been, conservatively, added in quadrature. The
systematic error on the Fermi-LAT energy calibration may also re-
sult in a +10%, $20% rigid shift of the spectrum without introducing
significant deformations. Again referring to Fig. 1, this spectrum

agrees with ATIC below 300 GeV, but Fermi-LAT does not confirm
the prominent spectral feature observed by ATIC at larger energies.
Very recently the H.E.S.S. collaboration released a new set of data
for the CRE electron spectrum in the 340 GeV—5 TeV energy range.
Those data agree with Fermi-LAT’s, within their systematic errors,
in the energy range covered by both experiments while at larger
energies H.E.S.S. report a significant spectral steeping [11].

Looking almost featureless at first glance, the electron spectrum
measured by Fermi-LAT reveals a hardening at around 100 GeV
and a steepening above ! 400 GeV. Indeed, the spectrum can be
fitted by a broken power-law with indexes $3:070& 0:025 for
E < 100 GeV;$ 2:986& 0:031 for 100 < E < 400 GeV and
$3:266& 0:116 for 400 < E < 1000 GeV. While we cannot claim
any deviation from a single power-law when conservatively taking
into account current systematic uncertainties, such features are
suggestive when trying to combine Fermi, H.E.S.S., PAMELA and
low energy electron data for various interpretations. It is worth
noticing here that, although Fermi results damp some of the expec-
tations excited by the ATIC results, the hard electron spectrum ob-
served by this experiment exacerbates the discrepancy between
the predictions of standard CR theoretical models and the positron
fraction excess measured, most conclusively, by PAMELA. This
makes the exploration of some non-standard interpretations more
compelling.

In this paper we consider several interpretation scenarios for
the CRE data reported by Fermi-LAT. In Section 2, we start by con-
sidering a conventional Galactic CR electron scenario (GCRE) model
assuming that electrons are accelerated only by continuously dis-
tributed astrophysical sources (probably Supernova Remnants
(SNR)) in the Galactic disk, plus a secondary component of elec-
trons and positrons produced by the collision of primary CR nuc-
lides with the interstellar gas. In Section 3 we account for the
contribution of nearby, observed astrophysical sources. We focus
in particular on pulsars, since these objects are undisputed sources
of electron and positron pairs offering a natural interpretation not

Fig. 1. In this figure we compare Fermi-LAT CRE data [26], as well as several other
experimental data sets (HEAT: Du Vernois et al. [31]; AMS-01: Aguilar et al. [2];
ATIC: Chang et al. [7]; PPB-BETS: Tori et al. [9]; H.E.S.S.: Aharonian et al. [10];
H.E.S.S.: Aharonian et al. [11]) with the electron-plus-positron spectrum modeled
with GALPROP under the conditions discussed in Section 2.1. The gray band
represents systematic errors on the CRE spectrum measured by Fermi-LAT. The
black continuos line corresponds to the conventional model used in Strong et al.
[29] to fit pre-Fermi data model (model 0 in Table 1). The red dashed (model 1 in
Table 1) and blue dot-dashed lines (model 2 in Table 1) are obtained with modified
injection indexes in order to fit Fermi-LAT CRE data. Both models account for solar
modulation using the force field approximation assuming a potential U ¼ 0:55 GV.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

1 Fazely et al. [8] claimed, however, that ATIC excess may be interpreted as a
contribution of misidentified protons.
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Electrons/positrons... harder case

arXiv:0905.0636

FERMI hard electron+positron spectrum E-3.04.
ATIC bump not confirmed (disfavored DM interpretation).

The combination of these data together with antiproton data cannot 
be explained in a single component diffusion model.

It can be explained via pulsar contribution (Geminga and Monogem).
Also positron production in the source can be viable (Blasi&Serpico, 2009)

2.2. The possible effect of source stochasticity

Because of their rapid energy losses at high energy, combined
with the stochastic nature of astrophysical sources, fluctuations
may arise in the locally observed electron spectrum that need to
be considered when interpreting the Fermi-LAT electron data.
Those effects can be evaluated either by running GALPROP in 3D
mode with stochastic sources [6] or by means of analytical calcula-
tions [5]. Here we will follow the latter approach (basic equations
are given in the Appendix A).

The main parameters involved are the frequency of source
events as a function of position in the Galaxy and the time over
which electrons are injected by each source into the interstellar
medium. Other possible effects are the distribution of spectral
shapes over the source population (as traced e.g. by SNR radio
spectral indices), and the influence of Galactic spiral structure on
the source distribution.

For ease of comparison, we will use the propagation parameters
of model 1 in Table 1 and normalize all spectra to the fiducial flux
at 100 GeV. The main parameters involved are the time period for
which electrons are released by each SNR, here 20 kyr, and the rate
of supernovae as a function of location in the Galaxy, for which we
use a time-dependent model of supernovae in Gould’s Belt super-
posed on a uniform supernova distribution in the Galactic Plane
with half-thickness 80 pc (for details see Pohl et al. [32]). Gould’s
Belt enhances the local SN rate, resulting in marginally harder elec-
tron spectra. Fig. 2 shows, for merely illustrative purposes, the re-
sult of the analytical calculations. We use a soft electron injection
spectrum and a shallow energy dependence of the diffusion coeffi-
cient, for which the contribution of young and nearby SNR is not
efficiently truncated at low energy, resulting in a broad, relatively
flat feature in E3JðEÞ. Earlier studies [5] assumed a stronger energy
dependence of the diffusion coefficient, d ¼ 0:6, resulting in a sig-
nificantly bumpier electron spectra. Shown in Fig. 2 is the 1$ r
fluctuation amplitude in the electron flux. In 32% of cases we find
the electron flux outside of the shaded band. The corresponding
uncertainty in spectral index can be estimated from the opening
angle of the shaded band to be Da ’ 0:2 between 100 GeV and

1 TeV. This implies that the spectrummeasured by Fermi could dif-
fer by 0.2 from the Galactic average because of such fluctuations.

The solid line gives the average spectrum, which indeed is
slightly harder than that shown in Fig. 1, solely an effect of Gould’s
Belt. The dashed line indicates one randomly chosen, actual elec-
tron spectrum which happens to show some curvature so to better
match Fermi-LAT and H.E.S.S. data.

2.3. The positron excess problem

A serious problem that those GCRE models face is that the pos-
itron fraction eþ=ðeþ þ e$Þ they predict is not consistent with that
measured by PAMELA [12,13]. While previous electron data were
affected by large uncertainty on the normalization and the slope
of the electron background, to accommodate the PAMELA positron
fraction with a steep electron spectrum and standard secondary eþ

production was already a hard task (see e.g. Delahaye et al. [61]).
Fermi’s precise measurement of a hard & E$3 electron spectrum,
further sharpes this discrepancy. To modify the standard GCRE
models by introducing source stochasticity does not help to predict
the PAMELA positron spectrum correctly. Reference models 0, 1
and 2 are shown in Fig. 3. They do not account for the rise in the
positron fraction seen by PAMELA, so to explain this data, some
additional sources of positrons is required. This situation does
not improve by considering other possible combinations of the
propagation parameters and of the electron source spectral index
that give a good fit to the Fermi-LAT electron spectrum.

3. Pulsar interpretation

Pulsars are undisputed sources of relativistic electrons and pos-
itrons, believed to be produced in the magnetosphere and subse-
quently possibly reaccelerated by the pulsar winds or in the
supernova remnant shocks (see e.g. Shen [34], Harding and Ramaty
[35], Arons [36], Chi et al. [37] and Zhang and Cheng [38]). For
bright young pulsars the maximal acceleration energy can be as
large as 103 TeV (see e.g. Aharonian [39]). While this quantity is ex-
pected to decrease with the pulsar spin-down luminosity, it may
still be well above a TeV for middle-age or, so called, mature pul-
sars (i.e. with age 104 K TK106 yr ) (see e.g. Büshing [40,41] and

Fig. 2. Results of an analytical calculation for stochastic sources, including Gould’s
Belt (see Pohl et al. [32]). The propagation parameters are those of model 1 in Table
1, and all spectra are normalized to the fiducial flux at 100 GeV. The solid line gives
the average spectrum that one would obtain, if the sources were continuously
distributed. The shaded are indicates the 1$ r fluctuation range of the electron flux
at each energy. The dashed line indicates one randomly chosen, actual electron
spectrum. Fermi-LAT and H.E.S.S. data points are represented in red and black,
respectively. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

Fig. 3. In this figure we compare the positron fraction corresponding to the same
models used to draw Fig. 1 with several experimental data sets (HEAT: Barwick
et al. [14]; CAPRICE: Boezio et al. [33]; AMS-01: Aguilar et al. [2]; PAMELA: Adriani
et al. [12,13]). The line styles are coherent with those in that figure. Note that our
results use a solar modulation potential U ¼ 0:55 GV which is appropriate for the
AMS-01 and HEAT data taking periods [14]. It is not appropriate for the PAMELA
data taking period, and impacts agreement among the experiments and our model
with the PAMELA data below 10 GeV.

D. Grasso et al. / Astroparticle Physics 32 (2009) 140–151 143
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Electrons/positrons with DRAGONe
We are able to reproduce standard data with the best fit 
model + break in the electron injection spectrum

Effects of position 
dependent and anisotropic 
diffusion coefficient still 
to be tested.

Relevant for radio galactic 
foreground analysis

1

Interstellar Foregrounds (2)

• In the previous lecture we studied the 

emission of the ionized gas (principally free 

electrons) in the interstellar medium in the 

frequency range (microwave to FIR) of 

interest for CMB measurements.

• Today I will summarize this first, and then 

analyze the emission of interstellar dust.

Galactic Synchrotron
• Synchrotron emission: “bremmstrahlung”

radiation from charged particles in the Galactic 
magnetic field.

• The emission is intrinsically lineary polarized with 
a high degree of polarization. At low frequency, 
however, the Faraday effect depolarizes the 
emission.

• The spectrum depends on the energy spectrum of 
the charged particles. The spectrum of cosmic rays 
is a power law, so we expect a power law 
spectrum for synchrotron radiation. 

• As a result, the antenna temperature decreases 

strongly with increasing frequency: !-2.5 to !-3.
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Galactic Synchrotron

• The real observable of interest is the anisotropy in 
the synchrotron radiation at high Galactic 
latitudes.

• This is due to variations of the spectral index as 
well as to variation of the density of the ionized 
medium and of the magnetic field: a complex 
situation.

• The WMAP satellite has mapped the sky at 5 
frequencies: bands K, Ka, Q, U, W at 23, 33, 41, 
61, 94 GHz respectively.

• These maps have been used to separate the 
different components (CMB, synchrotron, free-
free) using their different spectral properties:

!

!

K 23 GHz

Ka 33 GHz

Q 41 GHz

V 61 GHz

W 94 GHz

The Galactic plane

(red stripe) gets dimmer

and dimmer as the frequency

is increased.

WMAP maps

Map of Galactic Synchrotron at 33 GHz
http://cmbdata.gsfc.nasa.gov/product/map/map_images/pub_images/lrg_mem_synch.png

Obtained from the WMAP maps with a MEM procedure



Gamma-rays

pp→ NNπ0 → γ−rays
eγ → eγ (ICS)
e + gas→ γ (bremsstrahlung)



Gamma-rays with DRAGONe + gammasky
We developed some tool to compute skymaps from CR interactions. 
proton-proton, bremsstrahlung and ICS are included (also 
synchrotron in GMFs...)

γ-ray spectrum in region 10 < |b| < 20, 0 < l < 360.
Points from arXiv:0912.0973



Gamma-rays: the gradient problem
From COS-B and EGRET observations it is possible, assuming to know the 
distribution of the hydrogen gas, to trace back the radial distribution of 
CRs.

The so determined “radial gradient” of CRs is much smaller (CRs are 
more “uniformly distributed”) than expected if one assumes SNR to be 
the acceleration sites. 

from astro-ph/9807150

Proposed solution:
- better tuning of the gas parameters
  (Strong et al, 2004)
- galactic winds
  (Breitschwerdt et al., A&A 385, 2002)
- ...

So far: uniform diffusion 
coefficient over whole Galaxy. 
Maybe too irrealistic ??



Turbulence mainly driven by CRs

diffusion enhanced in SNR rich regions 

position dependent diffusion coefficients 
(previous simulations adopted uniform diffusion coefficients and 

isotropic diffusion)

Reconsider diffusion

★ It may produce a smoothing of the 
cosmic ray distribution.

★ The perpendicular diffusion is enhanced 
in strong turbulence regime.

★ CRs are then likely to diffuse away more 
easily from the sources filling the voids.



Solving the gradient problem?

Distribution of CR sources in the disk
τ > 0 a free parameter to be determined

We study the effect of varying τ on the CR 
radial profile. Increasing τ smooths the CR profile, 
as expected. Relevant effects also on the gamma-
ray longitudinal profile

τ = 0.75

gas fine tuned

D⊥(r, z) = fS(r, 0)τez/zt

τ = 0

τ = 0

Evoli, Gaggero, Grasso, LM, JCAP 0810:018,2008



Solving the gradient problem?

Distribution of CR sources in the disk
τ > 0 a free parameter to be determined

We study the effect of varying τ on the CR 
radial profile. Increasing τ smooths the CR profile, 
as expected. Relevant effects also on the gamma-
ray longitudinal profile

τ = 0.75

gas fine tuned

D⊥(r, z) = fS(r, 0)τez/zt

τ = 0

τ = 0

Evoli, Gaggero, Grasso, LM, JCAP 0810:018,2008

Effects on the electron distribution 
are expected as well. DM constraints 

likely affected



Conclusions
• we exploited for the first time recent CR data (CREAM, PAMELA) to perform a 

combined statistical analysis of nuclei and antiproton spectra aimed at placing 
constraints on CR propagation parameters 

• the analysis is tailored to understand energy dependent effects

• we placed constraints on D0, δ, vA. In particular 0.38 < δ < 0.57 at 95% CL and 
large values of vA are disfavored by antiproton data

• we showed that the nuclear and antiproton data sets above 1 GeV/n are compatible 
without additional hypotheses on CR sources and propagation

• CR gradient problem: addressed in the context of position dependent 
  diffusion (otherwise uniform diffusion sufficient to reproduce CR data):
  this might have effects on DM investigations

• we extended DRAGON to propagate electrons and positrons and to compute gamma-
ray emission. 

•  we computed min/max antiproton fluxes, compatible with nuclear data, to
 help DM studies with CRs. Ongoing analysis of the leptonic and gamma-ray
 channels



Backup slides



Gas distribution
H2 is the main target on the Galactic Plane. Generally traced by 12CO (J=1-0).
Proportionality factor: XCO

3-D structure: 
 Doppler shift (velocity)
 Galactic rotation curve.
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Also HI, traced by 21-cm emission.
HII less relevant in the galactic plane.



Fine tuning the gas distribution: XCO

A scaling factor is needed to convert CO maps into gas column density.
Expected to change with r, dependence on the metallicity.
Fine tuning needed to achieve agreement with EGRET measurements 
(“CR gradient” problem, see Strong et al., A&A 422).

The uncertainty is about a factor of 2.



Useful tools: secondary to primary ratios

Spectral slopes of Primary CRs at high energy mainly depend on: 
Injection spectrum ( E-α )
Energy dependence of diffusion coefficient ( Eδ )

The slopes of ratios of Secondary/Primary CRs 
do not show this degeneracy: they only depend 
on energy dependence of diffusion coefficient.

0 = Q(E)− N(E)
τesc(E)

→ N(E) ∝ Q(E)τ−1
esc (E)→ N(E) ∝ E−α−δ

Nsec(E)
τesc(E)

+
Nsec(E)
τint(E)

=
Npri(E)Pspall(E)

τint(E)
→ Nsec

Npri
∝ Pspall(E)τesc(E)

τint(E)
→ E−δ


