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Strong limits from XENON-100
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FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method
taking into account all relevant systematic uncertainties, is
shown as the thick (blue) line together with the 1� and 2�
sensitivity of this run (shaded blue band). The limits from
XENON100 (2010) [7] (thin, black), EDELWEISS [6] (dotted,
orange), and CDMS [5] (dashed, orange, recalculated with
vesc = 544 km/s, v0 = 220 km/s) are also shown. Expecta-
tions from CMSSM are indicated at 68% and 95% CL (shaded
gray) [17], as well as the 90% CL areas favored by CoGeNT
(green) [18] and DAMA (light red, without channeling) [19].

and a density of ⇢� = 0.3GeV/cm3. The S1 energy res-
olution, governed by Poisson fluctuations, is taken into
account. Uncertainties in the energy scale as indicated in
Fig. 1 as well as uncertainties in vesc are profiled out and
incorporated into the limit. The resulting 90% confidence
level (CL) limit is shown in Fig. 5 and has a minimum
� = 7.0⇥10�45 cm2 at aWIMPmass ofm� = 50GeV/c2.
The impact of Le↵ data below 3 keVnr is negligible at
m� = 10GeV/c2. The sensitivity is the expected limit in
absence of a signal above background and is also shown
in Fig. 5 as 1� and 2� region. Due to the presence of
two events around 30 keVnr, the limit at higher m� is
weaker than expected. This limit is consistent with the
one from the standard analysis, which calculates the limit
based only on events in the WIMP search region with an
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, of 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-

plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [17]. Moreover, the new result challenges
the interpretation of the DAMA [19] and CoGeNT [18]
results as being due to light mass WIMPs.
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The CoGeNT modulation 4

FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

the muon flux at SUL varies seasonally by ±2%, and
radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].
The CDMS collaboration has recently claimed [7] to

exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. In view of the compatibil-
ity of a mχ∼7 GeV/c2, σSI ∼ 10−4pb WIMP with both
CoGeNT (Fig. 1) and CDMS [16], a search for an annual
modulation in CDMS data seems in order. Observations
from XENON10 [18] and XENON100 [8] have been used
to generate a similar rejection of light-WIMP scenarios.
The assumptions in [8, 18] are examined in [17], where
no presently compelling case for this exclusion is found.
In conclusion, presently available CoGeNT data favor

the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,

the spectral and temporal information are prima facie
congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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Events in the CoGeNT 
``irreducible excess’’ modulate 
with a period of one year and 
a phase compatible with 
DAMA’s annual modulation.
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Science journalists should be careful not to stoke the remarkable and 
scientific hype that has characterized theoretical high-energy physics for 
decades. [Note that I am not criticizing experimental hep.] Robert Oldershaw

Some headlines this past year.......
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In the age of instant information......

Citations to the CoGeNT excess paper 1002.4703
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In the age of instant information......

Citations to the XENON100 first-results paper 1005.0380
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Basic ideas
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The principle
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Background discrimination

From Sanglard 2005

Directional 
discrimination
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Standard presentation of results
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Spin-independent interactions
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Standard presentation of results

Savage, Gelmini, Gondolo, Freese 2009
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FIG. 6: Experimental constraints and DAMA best fit parameters for SD proton-only scattering.

The DAMA best fit regions are determined using the likelihood ratio method with (green) and
without (orange) the channeling effect. The CoGeNT and TEXONO constraints are too weak to
fall within the shown region.

100 101 102 103
10!4

10!3

10!2

10!1

100

101

102

103

104

MWIMP !GeV"

Σ
Χ
n
!p
b"

spin#dependent
!ap $ 0, neutron only" CDMS I Si

CDMS II Ge

XENON 10

CoGeNT

TEXONO

CRESST I

DAMA !3Σ#90%"
with channeling

DAMA !7Σ#5Σ"
with channeling

DAMA !3Σ#90%"

DAMA !7Σ#5Σ"

FIG. 7: Experimental constraints and DAMA best fit parameters for SD neutron-only scattering.

The DAMA best fit regions are determined using the likelihood ratio method with (green) and
without (orange) the channeling effect. Super-Kamiokande (SuperK) provides no constraints in
this case and is not shown.

Spin-dependent interactions
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Dark Matter, Sept 2007 Rick Gaitskell, Brown University, DOE

DM Direct Search Progress Over Time (2009)

    ~1 event kg-1 day-1       

   ~1 event 1 tonne-1 yr-1      

13

(Gross Masses kg)

ZEPLIN III.1

ZEPLIN III.2

LUX-ZEP 3000kg

LZ 20t

CDMS Soudan 2008

LUX 350kg

XENON 100kg
SuperCDMS

               25 kgXMASS 800kg

WARP 140kg

SuperCDMS
             125 kg

XENON 1000kg

σ=10-48

Gaitskell 2009
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The expected number of events
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The expected number of events
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The expected number of events
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Astrophysics factor

. (astrophysics) = ⇢

Z

v>vmin(E)

f(~v, t)

v
d

3v

Local halo density Velocity distribution

Minimum speed to impart energy E, vmin(E) = (ME/µ + �)/
p

2ME

How much dark matter comes to Earth?
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Galactic density profile from Aquarius simulations

WARNING:

NO BARYONS!!!
!

Astrophysics factor: local density

Wednesday, August 3, 11



Astrophysics factor: local density

4 P. Salucci et al.: Dark Matter density at the Sun’s location

maximal value and it corresponds, out to R�, to a solid body
halo profile: Vh / R↵h with ↵h = 1. Instead, all mass model-
ing performed so far for the MW and for external galaxies have
found a lower value ↵h(3RD)  0.8, which yields �M = 0.77.
We can also set a lower limit for the disk mass, i.e. �m: first,
the microlensing optical depth to Baade’s Window constrains
the baryonic matter within the solar circle to be greater than
3.9 1010M� (McMillan, Binney 2009). Moreover, the MW disk
B-band luminosity LB = 2 ⇥ 1010L� coupled with the very rea-
sonable value MD/LB = 2 again implies MD ' 4 1010M�. All
this implies �m = �M/1.3 ' 0.65.3 We thus take � = 0.72+0.05

�0.07 as
reference range.

Using the reference values, we get

⇢� = 0.43
GeV
cm3

"
1 + 2.9↵� � 0.64

✓
� � 0.72

◆
+ 0.45

✓
r�D � 3.4

◆

� 0.1
 

z0

kpc
� 0.25

!
+ 0.10

✓
q � 0.95

◆

+ 0.07
 

!

km/s kpc
� 30.3

! #
. (11)

This equation, which is the main result of our paper, estimates
the DM density at the Sun’s location in an analytic way, in terms
of the involved observational quantities at their present status
of knowledge. The equation is written in a form such that, for
the present reference values of these quantities, the term in the
square brackets on the r.h.s equals 1, so that the central result is
⇢� = 0.43 GeV/cm3. As such, the determination is ready to ac-
count for future changes, improved measurement or any choice
of ↵�, �, z0, !, r�D, q di↵erent from the reference values adopted
here, by simply inserting them in the r.h.s. of eq (11).

The next step is to estimate the uncertainty in the present de-
termination of ⇢�, which is triggered entirely by the uncertainties
of the quantities entering the determination. From equation (11)
and the allowed range of values discussed above, we see that
the main sources of uncertainty are ↵�, � and r�D, which appear
in the first line. The other parameters give at most variations of
2-3%, and can be neglected in the following.

Then, first, it is illustrative to consider ↵�, � and r�D as inde-
pendent quantities. We thus have:

⇢� =
✓
0.43 ± 0.094(↵�) ⌥ 0.016(�) ± 0.096(r�D)

◆GeV
cm3 , (12)

where A(x) means that A is the total e↵ect due to the possible
span of the quantity x.

At this point, we can go one step further, assuming that the
MW is a typical spiral, and using recent results for the distribu-
tion of matter in external galaxies, namely that DM halos around
spirals are self similar (Salucci et al. 2007) and that the frac-
tional amount of stellar matter � shapes the rotation curve slope
↵� (Persic, Salucci 1990):

� = 0.72 � 0.95↵� . (13)

3 While these constraints of the disk mass reduce the uncertainty in
the present determination of ⇢�, they improve the performance of the
traditional method very little, where the uncertainties in the disk mass
value do not trigger the most serious uncertainties of the mass modeling,
as discussed in the Introduction.

Using this relation in equation (11) we find (neglecting the irrel-
evant q and z0 terms)

⇢� = 0.43
GeV
cm3

"
1 + 3.5↵� + 0.45

✓
r�D � 3.4

◆
+

+ 0.07
 

!

km/s kpc
� 30.3

! #
. (14)

From the current known uncertainties, with the estimated range
of ↵�, we find

⇢� =
✓
0.430 ± 0.113(↵�) ± 0.096(r�D)

◆GeV
cm3 . (15)

This is our final estimate, which is somewhat higher than pre-
vious determinations. Its uncertainty mainly reflects our poor
knowledge of the velocity slope ↵� and the uncertainty in the
galactocentric Sun distance.

3. Discussion and conclusion

In this work we have provided a model-independent kinemati-
cal determination of ⇢�. The method proposed here derives ⇢�
directly from the solution of the equation of centrifugal equi-
librium, by estimating the di↵erence between the ‘total’ density
and that of the stellar component.

The method leads to an optimal kinematical determination
of ⇢�, avoiding model-dependent and dubious tasks mandatory
with the standard method, i.e., a) to assume a particular DM den-
sity profile and a specific dynamical status for the tracers of the
gravitational potential, b) to deal with the non-negligible uncer-
tainties of the global MW kinematics, c) to uniquely disentangle
the flattish RC into the di↵erent bulge/disk/halo components.

While the measure of ⇢� can be performed in an ingenious
way, it cannot escape the fact that it ultimately depends at least
on three local quantities, the slope of the circular velocity at the
Sun, the fraction of its amplitude due to the DM, and the ratio be-
tween the Sun galactocentric distance and the disk scale-length,
whose uncertainty unavoidably propagates in the result.

Two of these three quantities can be related by noting that the
MW is a typical Spiral and using the relations available for these
kind of galaxies (Salucci et al. 2007), so that the final uncertainty
can be slightly reduced.

We found that some oblateness of the DM halo and the small
finite thickness of the stellar disk play a limited role in the mea-
sure. However, we took them into account by the simple correc-
tion terms described.

The resulting local DM density that we find, ⇢� = (0.43 ±
0.11(↵�) ± 0.10(r�D)) GeV/cm3, is still consistent with previous
determinations, or slightly higher. However, the determination is
free from theoretical assumptions and can be easily updated by
means of equation (11) as the relevant quantities will become
better known.4

A final comment is in order. The values of ⇢� found in pre-
vious studies by means of the traditional methods (e.g. Sofue
et al. 2009; Weber, de Boer 2009) di↵er among themselves and
also from the present value only by a small factor. This rela-
tively good agreement in the values does not imply a concor-
dance in the underlying mass models, in the various assumptions
taken or in the data set employed, but is mainly due to the fact

4 Again, in the traditional method most of the uncertainty in the mea-
sure of ⇢� discussed in the Introduction cannot be overcome by having
more and better data.
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FIG. 5: Constraints on the Dark Matter distribution parameters ⇢0 and ↵ for a generalised NFW (left) and an Einasto (right)
profile using the baryonic model 5. The thick dot-dashed curve is the 2� constraint already shown in Figure 3, while the
contours show the parameter space producing a good fit to the rotation curve (��2 = 2.30, 6.18) with the best-fit configuration
indicated by the cross. The shadowed rectangle encompasses the ranges of profile slopes found in numerical simulations and the
values of ⇢0 found in the recent literature (see Section II), while the red filled circle in the left frame marks the parameter set
(⇢0 = 0.4 GeV/cm3,↵ = 1.0) used to produce Figure 2. The empty up-triangle, circle and down-triangle in the left frame show
the local density and shape of the DM profile upon adiabatic contraction of the initial profile indicated by the corresponding
filled symbols. The adiabatic contraction was applied using model 5 to fix the baryonic distribution Mb(< r), that entails
fb = 5.2%, 4.0%, 3.0% for the up-triangle, circle and down-triangle, respectively. In both frames we have fixed rs = 20 kpc,
R0 = 8.0 kpc and v0 = 230 km/s.

5 for the baryonic component, we have contracted the
initial profiles indicated in Figure 5 (left) by the filled
up-triangle, circle and down-triangle with f

b

= M
b

(<
200 kpc)/M

tot

(< 200 kpc) = 5.2%, 4.0%, 3.0%, respec-
tively. The final DM profile turns out to be well fitted by
a generalised NFW function with parameters marked by
the empty symbols in the same Figure (the contracted
profile corresponding to the filled circle is indicated by
the red long-dashed line in the bottom right frame of
Figure 2). In particular, we find enhanced local DM den-
sities and slopes ↵ ' 1.6 � 1.7, which are slightly above
the value ↵ = 1.5 found elsewhere [73] (see also refer-
ences therein) but note that we are using the original
adiabatic contraction model [57] and not one of its refine-
ments [58, 59]. Although our analysis cannot rule out the
presence of adiabatically compressed profiles since they
depend on the initial total mass distribution and on the
specific baryonic model adopted, it definitely allows us to
claim that if the present-day DM profile is steeply rising
towards the centre, then the local DM density must be
small. For the specific case of ↵ = 1.5 (1.7) we find an
1� range ⇢0 ' 0.25� 0.35 (0.22� 0.30) GeV/cm3. Some
of the extreme models discussed in the literature, e.g. in
the context of indirect DM searches [73, 74], are therefore
found to be ruled out by a combination of microlensing
and dynamical observations.

VI. CONCLUSIONS

We have studied the constraints that microlensing and
dynamical observations can set on the distribution of
Dark Matter in the Galaxy, keeping into account all
experimental uncertainties. Starting from state-of-the-
art models for the galactic baryonic component, we have
rescaled them to match the observed microlensing optical
depth towards the galactic bulge, and compared the re-
sulting rotation curve with the one inferred from terminal
velocities of gas clouds and other kinematical probes.

This allowed us to revisit the compatibility of di↵erent
observational probes with the results that emerge from
numerical simulation in ⇤CDM cosmologies. We have
followed two di↵erent approaches. In the first one, we
have set conservative upper limits on the Dark Matter
local density and profile shape towards the centre of the
Galaxy, working with generalised NFW and Einasto pro-
files. The fiducial parameters usually adopted in the lit-
erature for both profiles have been found to be safely
within the allowed regions set by our analysis, contrary
to earlier claims of inconsistency between observations
and cuspy Dark Matter profiles.

In our second approach, we focussed on the only bary-
onic model among those discussed here that also contains

Iocco, Pato, Bertone, Jetzer 2010
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placed on the slope of the DM profile in our Galaxy: for
the fiducial density ⇢0 = 0.4 GeV/cm3, Figure 3 excludes
↵ & 1.5 (↵ . 0.06) for the generalised NFW (Einasto)
profile. Notice that in the NFW (Einasto) case one can
set an upper (a lower) limit on ↵ – this is simply be-
cause for r ⌧ r

s

, @ log ⇢
DM

/@ log r = �↵ for NFW and
@ log ⇢

DM

/@ log r = �2(r/r
s

)↵ for Einasto. Therefore,
unlike in the NFW case, a larger ↵ for the Einasto pro-
file corresponds to a faster roll of the slope to 0 as r ! 0
and thus a less steep profile.

Deviations from spherical symmetry can in principle
a↵ect the constraints. By modelling an NFW oblate halo
as detailed in Section II, we obtain the exclusion curve
labelled “q=0.7” in Figure 3 (left) for the case of model
1: at first glance this constraint appears weaker than
the spherical one, but it should be noted that an oblate
profile corresponds to a higher ⇢0 (about 20% higher ac-
cording to [52]). Departures from spherical symmetry are
therefore not able to weaken significantly our constraints.

Up to now we have fixed the scale radius, galactocen-
tric distance and local circular velocity to the respective
fiducial values, r

s

= 20 kpc, R0 = 8.0 kpc, v0 = 230
km/s. These astrophysical parameters, whose uncertain-
ties are sizeable, a↵ect in distinct ways our calculations.
The scale radius r

s

, for instance, sets the concentration
of the DM profile; the smaller r

s

the larger the DM con-
tribution to the rotation curve. On the other hand, a
smaller R0 shrinks the bulge and the disk leading to an
increase in the bulge central density to produce the same
optical depth; however, a smaller R0 also leads to a less
constraining v

c

data set so that overall the larger R0

the more aggressive our DM constraints. The local cir-
cular velocity v0, instead, sets essentially the plateau of
the rotation curve and thus tighter constraints result for
smaller v0.

In view of these considerations and using the ranges for
r
s

, R0 and v0 outlined in Sections II and IV (r
s

= 20+15
�10

kpc, R0 = 8.0± 0.5 kpc, v0 = 230± 30 km/s), we define
three astrophysical setups: (i) conservative, with r

s

= 35
kpc, R0 = 7.5 kpc, v0 = 260 km/s; (ii) mean, with
r
s

= 20 kpc, R0 = 8.0 kpc, v0 = 230 km/s; and (iii)

aggressive, with r
s

= 10 kpc, R0 = 8.5 kpc, v0 = 200
km/s. The mean configuration was used in Figures 2
and 3. Figure 4 shows the e↵ect of adopting the con-
servative or aggressive setups on the derived DM upper
limits for the generalised NFW profile. For simplicity
we only show the upper limits encompassed by all mod-
els, instead of individual constraints. We see from this
Figure that, for reasonable local DM densities, an NFW
profile in line with the findings of numerical simulations
can only be (barely) excluded at the expenses of push-
ing some astrophysical parameters to somewhat extreme
values (in particular v0 = 200 km/s). We are thus led to
the conclusion that the results of Ref. [31] do not hold,
given the available microlensing and dynamical data and
our present knowledge on astrophysical parameters such
as r

s

, R0 or v0.

NFW

conservative
mean
aggressive

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0.0

0.5

1.0

1.5

2.0

r0 @GeVêcm3D

a

FIG. 4: The bracketing of the 2� upper limits on the Dark
Matter distribution parameters ⇢0 and ↵ for the generalised
NFW profile and three astrophysical setups: conservative
(dashed; rs = 35 kpc, R0 = 7.5 kpc, v0 = 260 km/s), mean
(solid; rs = 20 kpc, R0 = 8.0 kpc, v0 = 230 km/s) and aggres-
sive (dotted; rs = 10 kpc, R0 = 8.5 kpc, v0 = 200 km/s). The
two lines for each setup encompass the upper limits set using
the baryonic models 1–5. In particular, the mean shadowed
area as well as the shadowed rectangle are the same as in the
left frame of Figure 3.

B. Determination of (⇢0,↵)

Models 1–4 include no gas component, which in prin-
ciple makes the corresponding exclusion curves in Figure
3 conservative. Model 5, instead, includes a gas disk and
therefore we can go one step further and ask which DM
parameters (⇢0,↵) provide the best fit to the measured
rotation curve.
The results of this fitting procedure are shown by the

contours (corresponding to ��2 = 2.30, 6.18 for a two-
parameters fit) in Figure 5: for DM parameters inside
the contours, model 5 manages to explain both the mi-
crolensing optical depth towards the bulge and the rota-
tion curve of our Galaxy. It is interesting (and reassur-
ing) that the contours fall nicely on top of the expected
ranges indicated by the shadowed rectangles. In partic-
ular, we find

⇢0 = 0.20� 0.55 GeV/cm3 (16)

at 1� for both generalised NFW and Einasto, which is
consistent with previous estimates obtained with di↵er-
ent techniques [42, 51].
We have also tested the adiabatic contraction model

of Ref. [57] (outlined in Section II and equation (8)) in
the case of the NFW profile. Using once again model

Ullio, Catena 2009

Figure 6: Marginal posterior pdf for the local Dark Matter density.Top left panel: assuming an Einasto
profile and applying all the constraints. Top right panel: assuming an Einasto profile and applying
different subsets of constraints. Global constraints include M(< 50kpc), M(< 100kpc) and Σ|z|<1.1kpc.
Tracers constraints include the local standard of rest data, the terminal velocities and data referring to
the high mass star forming regions. Bottom left panel: assuming a NFW profile and applying all the
constraints. Bottom right panel: assuming a Burkert profile and applying all the constraints. Curves
and bars have the same meaning as in the previous plots.
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A novel determination of the local dark
matter density
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Abstract

We present a novel study on the problem of constructing mass models for the

Milky Way, concentrating on features regarding the dark matter halo component.

We have considered a variegated sample of dynamical observables for the Galaxy,

including several results which have appeared recently, and studied a 7- or 8-

dimensional parameter space - defining the Galaxy model - by implementing a

Bayesian approach to the parameter estimation based on a Markov Chain Monte

Carlo method. The main result of this analysis is a novel determination of the

local dark matter halo density which, assuming spherical symmetry and either an

Einasto or an NFW density profile is found to be around 0.39 GeV cm−3 with a 1-σ

error bar of about 7%; more precisely we find a ρDM (R0) = 0.385±0.027GeV cm−3

for the Einasto profile and ρDM (R0) = 0.389±0.025GeV cm−3 for the NFW. This

is in contrast to the standard assumption that ρDM(R0) is about 0.3 GeV cm−3

with an uncertainty of a factor of 2 to 3. A very precise determination of the

local halo density is very important for interpreting direct dark matter detection

experiments. Indeed the results we produced, together with the recent accurate

determination of the local circular velocity, should be very useful to considerably

narrow astrophysical uncertainties on direct dark matter detection.

aEmail: catena@sissa.it
bEmail: ullio@sissa.it

Local density from
galactic modeling
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The velocity factor .⌘(E, t) =
Z

v>vmin(E)

f(~v, t)
v

d3v

• If            is non-truncated Maxwellian in detector frame,
            is exponential in ⌘(E, t)
f(E, t)

E

•              depends on time (unless WIMPs move with detector)⌘(E, t)

Drukier, Freese, Spergel 1986

⌘(E, t) =⌘0(E)+

⌘m(E) cos !(t� t0)

Example: annual modulation

Astrophysics factor: velocity distribution

Wednesday, August 3, 11



! !

!"#$%&'()*'#+,$-#.*/#0$%1/#,*2+)$3*/1)+4*&'5
6'#$7*))*&'$8+,4*2)#59$&'#$/*))*&'$281("&1,5

!"#$%#&'(#$))

:;;$<82

=;$<82

>#'5*4?

@"+5#$38+2#$>#'5*4?

A9;B=9A;C9CDC$8+,4*2)#5

6'#$/*))*&'$281("&1,5$&'$
6-%EF5$!"#$"%$G,+?$H!=

@,&I12#I$J;$!K$&L$I+4+9$
4"#$+'+)?5*5$*5$&'.&*'.MMM

>*#/+'I9$N1")#'9$O+I+19$P#/89$O&&,#9$@&44#,9$Q$34+I#)
R%+41,#9$=D=9$CSD9$T1.M$C4"$J;;:U

Astrophysics factor: velocity distribution

WARNING:

NO BARYONS!!!
!
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Inclusion of baryonic disk may lead to a dark disk

Astrophysics factor: velocity distribution

Read, Lake, Agertz, De Battista 2008
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Ling 2009
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Figure 1. (Left column) Normalized velocity distributions for di↵erent dark matter halos, in the galactic frame (top) and with
respect to the Sun (bottom). Black dotted : standard Maxwellian halo, Blue thin dashed : slowly rotating Tsallis halo, Red
dashed : halo with a strong dark disc, Green solid : halo with a mild dark disc and ⇢D/⇢H = 1/3, Green dashed : halo with
a mild dark disc and ⇢D/⇢H = 1/1. (Right column) Enhancement of the phase-space distribution compared to the standard
Maxwellian halo, for the same halos, as a function of the velocity. See text (Section III) for the parameters of the Tsallis,
strong and mild dark disc halo models.

The failure of this extraction and extrapolation is re-
lated to the fact that equilibrated dark matter haloes
show systematic deviations from Maxwell-Boltzmann
statistics. The presence of a long-range gravitational
force suggests that this kind of system is better described
by the nonextensive Tsallis statistics [21, 22]. Indeed,

for the DM particles in a spherical shell around 8 kpc
in Ref. [20], the velocity distribution is very well fit
by a Tsallis distribution with parameters q ' 0.8 and
v0 = 265 km/s. We recall that the Tsallis distribution is

  Standard
Maxwellian

Slowly-rotating
   Tsallis

dark halo+disk (1:1 Maxwellian)

dark halo+disk
          (1:1 Tsallis)

dark halo
  +disk (3:1
      Tsallis)

Astrophysics factor: velocity distribution
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Ling 2009

Astrophysics factor: velocity distribution
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Figure 2. Direct detection - Elastic scenario : DAMA allowed regions in the elastic scenario compared with exclusion limits of
CDMS and XENON, in the case of a standard Maxwellian halo (top left), a slowly co-rotating Tsallis halo (top right), a strong
Maxwellian dark disc halo (bottom left), and a mild Tsallis dark disc halo (bottom right). DAMA contours are given at the 90,
99 and 99.9% CL. Stars indicate local best-fit points. All other exclusion curves are at the 99.9% CL.

physics factors, and ⌘(ER, t) is the mean inverse veloc-
ity of incoming DM particles that can deposit a recoil
energy ER. The time dependence of the velocity distri-
bution is induced by the motion of the Earth around the
Sun, which leads to a seasonal modulation of the event
rate [25, 26].

Here we consider both the elastic and the inelastic scat-

tering scenarios. The cross-section factor is written as

d�

dER
=

MN�0
n

2µ2
n

⇣
Zfp + (A� Z)fn

⌘2

f2
n

F 2(ER) , (5)

where MN ' AMn is the mass of the target nucleus
with atomic number A and Z protons, µn is the re-
duced WIMP/nucleon mass, �0

n is the zero momentum

Standard Co-rotating Tsallis
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Astrophysics factor: velocity distribution

Tidal forces can destroy subhalos and generate tidal streams

orbit
Pal 5

trailing tail

leading tail

Streams of stars have 
been observed in the 
galactic halo

SDSS-1
2MASS
SEGUE
.......

Odenkirchen et al 2002 (SDSS)
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Table 1. Current census of solar neighborhood halo streams

Stream 〈vφ〉 σvφ 〈[Fe/H]〉 σ[Fe/H] N References
(km s−1) (km s−1)

C2 -75 24 -1.6 0.4 53 Klement et al. (2009)
S3 -48 a 14 -1.6 0.4 33 Klement et al. (2009)

Kapteyn -46 b 63 -1.5 0.3 14 Wylie-de Boer et al. (2010)
ωCen -30 · · · · · · · · · 56 Dinescu (2002)
C3 -24 14 -1.7 0.4 44 Klement et al. (2009)
C1 -16 9 -1.5 0.2 32 Klement et al. (2009)
S3 -9 a 10 -1.9 0.5 10 Dettbarn et al. (2007)
S2 -7 4 -1.9 0.1 4 Dettbarn et al. (2007)
S1 21 2 -1.7 0.5 4 Dettbarn et al. (2007)

SKOa 43 25 -2.0 0.2 6 Smith et al. (2009)
R2 59 15 -1.4 0.3 19 Klement et al. (2009)

KFR08 69 11 -0.7 0.3 19 Bobylev et al. (2010)
Groombridge 1830 71 c 18 · · · · · · 5 Eggen and Sandage (1959)

RHLS 99 25 -2.0 0.2 3 Re Fiorentin et al. (2005)
H99 140 33 -1.8 0.4 33 Kepley et al. (2007); Klement et al. (2009)
C4 173 9 -2.3 0.3 20 Klement et al. (2009)

Note. — N is the number of total stream members given in the references, 〈vφ〉 and 〈[Fe/H]〉 are the mean rotational velocity and
metallicity of the stream, and σvφ , σ[Fe/H] the corresponding standard deviations.
aFrom the discrepancy between the vφ velocities of the S3 stream from Dettbarn et al. (2007) and Klement et al. (2009) it follows

that both authors might have described two different, but maybe related streams.
bThe V values adopted by Wylie-de Boer et al. (2010) are based on modern parallaxes, proper motions and radial velocities and

differ from the more tightly confined V values originally given in Eggen (1996).
cEggen and Sandage (1959) used V$ = 17km s−1, while I applied 5.2 km s−1. Note that this group has not yet been confirmed

by later studies.

Stellar streams near the Sun

Astrophysics factor: velocity distribution

Klement 2010
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Standard halo

Sikivie’s model

Gelmini, Gondolo 2001 

dF

dΩ
=

∫
v f(v) v2dv

Astrophysics factor: velocity distribution
WIMP arrival directions

In Sikivie’s model, the phase of the 
annual modulation is opposite to the 
standard halo case

CAUTION
Extreme 
model
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Astrophysics factor

The local density may be “known” within a factor of 2, 
but the velocity distribution is still an open question
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Particle physics factor

.

✓
particle
physics

◆
=

�SI(E) + �SD(E)
2mµ2

Spin-independent and spin-dependent cross sections

Reduced mass µ = mM/(m + M)

What force couples dark matter to nuclei?
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χ χ

p p

2fp

χ χ

2fn

n n

Effective four-
particle vertices

Scalar and vector currents give spin-independent terms

2fp ! 2fn !
∑

q

〈q̄q〉



−
∑

h

ghχχghqq

m2

h

+
∑

q̃

gLq̃χqgRq̃χq

m2
q̃





Example: neutralino

Main uncertainty is 〈mss̄s〉 (strange content of nucleon)

�SI(E) =
4µ2

⇡

���Zfp + (A� Z)fn

���
2 ���F (E)

���
2

Nuclear density 
form factor

Particle physics factor
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Effective four-
particle vertices

Axial and tensor currents give spin-dependent terms

Nuclear spin 
structure functions

�SD(E) =
32µ2G2

F

2J + 1
⇥
a2

pSpp(q) + apanSpn(q) + a2
nSnn(q)

⇤
.

χ χ

p p

2
√

2GF ap!σp ·!σχ

χ χ

n n

2
√

2GF an!σn ·!σχ

Example: neutralino

2
√

2GF ap =
∑

q

∆q





gZχχgZqq

m2
Z

+
∑

q̃

g2
Lq̃χq + g2

Rq̃χq

m2
q̃





Main uncertainty is nuclear spin structure functionsS(q)

Particle physics factor
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Exchange scalar, vector, pseudovector, .... ?

1.Come up with an idea, possibly explaining more than one 
experiment.

2.Test it against existing data. If it passes all tests, go to 3.

3. Make predictions for upcoming experiments. 

4. Post your findings on arxiv.org.

5. Go to 1.
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Exchange scalar, vector, pseudovector, .... ?

•Supersymmetry

•Extra U(1) bosons

•Extended Higgs sector

Just too many theoretical models to mention here.

My suggestion: pay theorists more, so 

they do not need to work so hard.
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The energy response function

.

✓
energy

response function

◆
= g(Eee, E)

Energy observed in detector, typically 
expressed in keV electron equivalent (keVee)

Recoil energy (keV)

Typically written as a single Gaussian with mean value

Eee = Q E

and standard deviation      ,  but may be different.�E

Quenching factor
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Altman et al 1973 (Phys.Rev. B7, 1743)

Scintillation output

Channeled

Not 
channeled

Monochromatic 16O beam 
through NaI(Tl) scintillator

The energy response function
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From Gemmel 1974, Rev. Mod. Phys. 46, 129

Channeling. If an ion incident onto the crystal moves in the 
direction of a symmetry axis or plane of the crystal, it has a 
series of small-angle scatterings which maintains it in the open 
channel.  The ion penetrates much further into the crystal than 
in other directions.

The energy response function
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From Gemmel 1974, Rev. Mod. Phys. 46, 129

Blocking. If an ion originating at a crystal lattice site moves in 
the direction of a symmetry axis or plane of the crystal, there 
is a reduction in the flux of the ion when it exit the crystal, 
creating a “blocking dip”.

The energy response function
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Channeling in DAMA’s NaI(Tl) is much 
less than previously published

Bozorgnia, Gelmini, Gondolo 2010

Graciela Gelmini-UCLA

Channeling probability of ions ejected from lattice sites: NaI (Tl)
More reasonable upper bounds at 20 K with lattice oscillations included

- Right: extreme dechanneling due to Tl with no re-channeling considered.

(Bozorgnia, Gelmiin, Gondolo 2010)
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40% at 2 keV

0.4% at 2 keV

The energy response function
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Lin et al (TEXONO) 2007

The energy response function
11
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FIG. 3: A compilation of all quenching factor (QF) mea-
surements on germanium, with calculations from the TRIM
software [6] as well as by the Lindhard model [7] under two
parametrizations (k=0.20 and 0.15) overlaid.

of 10−39 cm2 throughout in this Section) at mχ = 5 GeV
would increase (become less constraining) from 0.81 to
0.88.

B. Quenching Factor

A compilation of all quenching factor (QF) measure-
ments on germanium is given in Figure 3. Overlaid are
calculations from the TRIM software [6] as well as by the
Lindhard model [7] under two parametrizations (k=0.20
and 0.157). Both schemes have been adopted in various
CDM experiments. It can be seen that the TRIM re-
sults explain well the QF measurements at both low and
high energy. Accordingly, we chose to use this scheme in
our analysis. The QF values are less than those evaluated
with the Lindhard (k=0.20) model, and hence would give
rise to more conservative results.

If Lindhard (k=0.20) would be used, the QF at 1 keV
recoil energy will be increased from 0.20 to 0.21. The
QF uncertainty estimations of 0.006 in Ref. [2] can ac-
count for this deviation. This alternative choice will
only have minor effects on the exclusion limits, decreas-
ing it (becoming more constraining) from 0.81 to 0.80 at

mχ = 5 GeV

C. Constructing Exclusion Plots

The unbinned “optimal interval method” as formu-
lated in Ref. [8] was adopted to derive the exclusion lim-
its. The unbinned formalism allows the use of all avail-
able information in the background spectra and was used
in other CDM experiments like CDMS and XENON. NO
background profile was assumed or subtracted, which is
also a conservative approach. The sensitivities at low mχ

under this scheme are driven by the absence of counts be-
tween 198 eV and 241 eV.

An alternative method would be to place the back-
ground events in different energy bins and follow the for-
malism of Ref. [9]. For instance, choosing 50-eV bins
for E>100 eV (thereby deliberately filling the hole at
200−250 eV), the σSI

χN limit at mχ = 5 GeV would in-
crease (become less constraining) from 0.81 to 1.20. This
reduction in sensitivities is expected since data binning
involves loss of information.

We conclude that our choices in these three aspects
of the experiment are justified. The sensitivities of the
physics results (exclusion upper limits) are dominated by
the statistical uncertainties of the background spectra.
The potential effects on them are minor if alternative
schemes would have be chosen instead.

∗ Corresponding Author: htwong@phys.sinica.edu.tw;
Tel:+886-2-2789-6789; FAX:+886-2-2788-9828.
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Chagani et al 0806.1916

The energy response function

Compilation of 
measurements of the 
quenching factor Q 
in NaI(Tl)
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Figure 13. Quenching factor of Na recoils in NaI(Tl). Experimental results from this work (filled black
squares), Spooner et al. [17] (open squares), Tovey et al. [18] (open triangles), Gerbier et al. [19] (open
circles) and Simon et al. [20] (open diamond) are shown. Additionally, the preliminary theoretical estimation
of the quenching factor from Hitachi [25] is represented by the solid black line.

by Lindhard theory and calculated by SRIM differ by 15% at most, although bigger discrepancies
are present for the electronic stopping power. When compared with experimental data, the original
Lindhard theory is closest to giving an accurate prediction for these media.

Neither Lindhard theory nor the results from SRIM reproduce the shape of the experimental
results for Na recoils in NaI(Tl). Unlike the prediction from Hitachi [25], which provides a better
resemblance to the pattern seen, they do not consider the effect of electronic quenching due to high
LET of ions. However, the appearance of the dip remains unexplained.

6. Conclusion

Quenching factor measurements have been performed for sodium recoils in a 5 cm diameter, cylin-
drical NaI(Tl) crystal. The results show an average quenching factor of 22.1% at energies less than
50 keVnr, in agreement with other measurements. Results from simulations confirm that the con-
tribution from multiple scattering events provides a featureless background, and can be neglected.
The results do not reproduce the shape of the predicted curves from Lindhard theory, and SRIM and
TRIM. However, the predicted quenching factor from Hitachi [25], which takes electronic quench-
ing into account, compares favourably with the experimental results. The presence of a dip in the
quenching factor at around 40 keVnr is observed.
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tion light (S1) and ionization electrons, the latter being
detected through the process of proportional scintilla-
tion (S2) in the gaseous xenon above the liquid. Both
S1 and S2 signals are registered by photomultiplier tubes
(PMTs), at the bottom of the LXe target for optimal
light collection, and placed above in the gas phase. The
interaction vertex is reconstructed in 3 dimensions, with
the (x, y)-position determined from the hit pattern of the
localized S2 signal on the top PMT array, and the z-
coordinate deduced from the drift time between the S1
and S2 signals. This allows to fiducialize the target vol-
ume to exploit the excellent self-shielding capabilities of
LXe. Due to their di↵erent ionization densities, ERs (�,
� background) and NRs (WIMP signal or neutron back-
ground) have a di↵erent S2/S1 ratio, which is used as
discrimination parameter.

The 242 PMTs used in XENON100 are 100-square
Hamamatsu R8520-AL PMTs with a quantum e�ciency
of ⇠30% at the Xe light wavelength of 178 nm, and low
intrinsic radioactivity [8]. The measured average energy
threshold of the LXe veto is ⇠ 100 keVee.

The TPC is installed inside a vacuum insulated stain-
less steel cryostat which is surrounded by a passive shield
made of high purity copper, polyethylene, lead and water
in order to suppress external backgrounds. A constant
flow of high-purity nitrogen boil-o↵ gas keeps the 222Rn
level inside the shield < 1Bq/m3. A 200 W pulse tube
refrigerator, installed outside the shield structure, keeps
the detector at its operating temperature of �91�C, with
excellent stability over time (fluctuations <0.05%). To
bring calibration sources (60Co, 137Cs, 241AmBe) close
to the target, a copper tube penetrates the shield and
winds around the cryostat. XENON100 is installed un-
derground at the Italian Laboratori Nazionali del Gran
Sasso (LNGS) below an average 3600m water equivalent
rock overburden, which reduces the muon flux by a fac-
tor ⇠ 106.

At low energies, the event trigger is provided by the S2
signal. The summed signal of 84 central PMTs is shaped
and fed into a low-threshold discriminator. The trigger
e�ciency has been measured to be > 99% at 300 photo-
electrons (PE) in S2.

Three algorithms are used to reconstruct the (x, y) co-
ordinates of the events. They yield consistent results out
to a radius of 14.2 cm, with the active TPC radius be-
ing 15.3 cm. The (x, y) resolution was measured with
a collimated source and is <3 mm (1�). The algorithm
based on a Neural Network gives the most homogeneous
response and thus is used for event positioning, while
the information from the other algorithms is used for
consistency checks. The drift time measurement gives a
z-position resolution of 0.3mm (1�) and allows to dis-
tinguish two S2 interaction vertices if separated by more
than 3 mm in z. The positions are corrected for non-
uniformities of the drift field, as inferred from a finite-
element simulation and validated by data.

XENON100 uses continuous xenon purification
through a hot getter. The mean electron lifetime ⌧e is
indicative of the amount of charge lost to impurities [11].
It increased from 230µs to 380µs for the data reported
here, as measured weekly with 137Cs calibrations. A
linear fit to the ⌧e time evolution yields the z-correction
for the S2 signals with negligible systematic uncer-
tainty (< 2.5%). (x, y) variations of the S2 signal are
corrected using a map obtained with the 662 keVee line
from 137Cs.
The spatial dependence of the S1 signal due to the

non-uniform light collection is corrected for using a map
obtained with the 40 keVee line from neutrons scatter-
ing inelastically on 129Xe. It agrees within 3% with
maps inferred from data using the 662 keVee line and the
164 keVee line, from neutron-activated 131mXe. The light
yield Ly(122 keVee) = (2.20± 0.09)PE/keVee at the ap-
plied drift field of 530V/cm in the LXe is determined
by a fit to the light yields measured with all available
calibration lines [7].
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FIG. 1: All direct measurements of Le↵ [12, 13] described by a
Gaussian distribution to obtain the mean (solid line) and the
uncertainty band (shaded blue, 1� and 2�). Below 3 keVnr,
where no direct measurements exist, the trend is logarithmi-
cally extrapolated to Le↵ = 0 at 1 keVnr.

The NR energy Enr is inferred from the S1 signal us-
ing Enr=(S1/Ly)(1/Le↵)(See/Snr). The scintillation ef-
ficiency Le↵ of NRs relative to the one of 122 keVee �-
rays at zero field is taken as the parametrization shown
in Fig. 1, which is strongly supported by measurements
from the Columbia group [12] but includes all direct mea-
surements of this quantity [13]. Le↵ is logarithmically ex-
trapolated below the lowest measured energy of 3 keVnr.
The electric field scintillation quenching factors for ERs
See = 0.58 and NRs Snr = 0.95 are taken from [14].
From a comparison of the measured background rate

with Monte Carlo simulations of the XENON100 elec-
tromagnetic background [10], a natKr concentration of
(700 ± 100) ppt is inferred for the data reported here,
higher than in the 11 days data reported earlier [7].
The additional Kr was introduced by an air leak dur-
ing maintenance work on the gas re-circulation pump,
prior to the start of the data-taking period. This
results in an expected ER background of < 22 ⇥

 This is where most of the 
CoGeNT/XENON debate is.

Eee = S1/Ly(122keVee)
Q = Le↵(Snr/See)
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• Experiments with e.m./nuclear discrimination observe events

- Limits are placed using 

‣ the “optimum interval” method, if backgrounds are not modeled

‣ likelihood analysis, if backgrounds are modeled

• Two experiments without e.m./nuclear discrimination observe 
an annual modulation

- Regions of interest are drawn with chi-squared fits to temporal 
behavior, or with likelihood analyses, or etc.

• Experiments with directional discrimination are still too small

Wednesday, August 3, 11



Limits

Wednesday, August 3, 11



XENON

XENON-100

5

]2WIMP Mass [GeV/c
6 7 8 910 20 30 40 50 100 200 300 400 1000

]2
W

IM
P-

N
uc

le
on

 C
ro

ss
 S

ec
tio

n 
[c

m

-4510

-4410

-4310

-4210

-4110

-4010

-3910

]2WIMP Mass [GeV/c
6 7 8 910 20 30 40 50 100 200 300 400 1000

]2
W

IM
P-

N
uc

le
on

 C
ro

ss
 S

ec
tio

n 
[c

m

-4510

-4410

-4310

-4210

-4110

-4010

-3910

DAMA/I

DAMA/Na

CoGeNT

CDMS

EDELWEISS

XENON100 (2010)

XENON100 (2011) Buchmueller et al.

FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method
taking into account all relevant systematic uncertainties, is
shown as the thick (blue) line together with the 1� and 2�
sensitivity of this run (shaded blue band). The limits from
XENON100 (2010) [7] (thin, black), EDELWEISS [6] (dotted,
orange), and CDMS [5] (dashed, orange, recalculated with
vesc = 544 km/s, v0 = 220 km/s) are also shown. Expecta-
tions from CMSSM are indicated at 68% and 95% CL (shaded
gray) [17], as well as the 90% CL areas favored by CoGeNT
(green) [18] and DAMA (light red, without channeling) [19].

and a density of ⇢� = 0.3GeV/cm3. The S1 energy res-
olution, governed by Poisson fluctuations, is taken into
account. Uncertainties in the energy scale as indicated in
Fig. 1 as well as uncertainties in vesc are profiled out and
incorporated into the limit. The resulting 90% confidence
level (CL) limit is shown in Fig. 5 and has a minimum
� = 7.0⇥10�45 cm2 at aWIMPmass ofm� = 50GeV/c2.
The impact of Le↵ data below 3 keVnr is negligible at
m� = 10GeV/c2. The sensitivity is the expected limit in
absence of a signal above background and is also shown
in Fig. 5 as 1� and 2� region. Due to the presence of
two events around 30 keVnr, the limit at higher m� is
weaker than expected. This limit is consistent with the
one from the standard analysis, which calculates the limit
based only on events in the WIMP search region with an
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, of 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-

plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [17]. Moreover, the new result challenges
the interpretation of the DAMA [19] and CoGeNT [18]
results as being due to light mass WIMPs.
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FIG. 6: Parameter space of spin-independent elastic WIMP-
nucleon cross-section � as function of WIMP mass m�. The
sensitivity for the data set analyzed here is shown as light
and dark (blue) shaded areas at 1� and 2� CL, respectively.
The actual limit at 90% CL, taking into account all relevant
systematic uncertainties as derived with the Profile Likelihood
method, is shown as the thick (black) line. Two limits from
the same data set, derived for two assumptions of the behavior
of L

e↵

, are shown as dotted lines [8]. A limit from CDMS [4] is
shown as thin (orange) line, re-calculated assuming an escape
velocity of 544 km/s and v

0

= 220 km/s. Expectations from
a theoretical model [34] are shown, as well as the areas (at
90% CL) favored by CoGeNT (green) [35] and DAMA (red,
without channeling) [36].

VI. CONCLUSIONS

We have introduced and applied the frequentist statis-
tical method based on the profile likelihood test statistic

to re-analyze the first data release from the XENON100
direct Dark Matter search experiment. This method
avoids the need to a priori define a signal acceptance
region, but instead takes all measured data into account.
The background was estimated using calibration data
as control measurements. Uncertainties in the relative
scintillation e�ciency L

e↵

and the Galactic escape ve-
locity v

esc

were taken into account in the construction
of the likelihood model. Using the profile likelihood test
statistic allows to calculate the sensitivity of the exper-
iment with its uncertainty bands, and to set a well-
defined single limit, taking all systematic uncertainties
into account. Applying the method to the previously
published XENON100 data results in an improvement of
the limit over a wide WIMP mass range, with a min-
imum �up < 2.4 ⇥ 10�44 cm2 for WIMPs with mass
m

�

= 50GeV/c2. In addition, this method can easily
be applied for the discovery of a WIMP signal.
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FIG. 4: 90% C.L. upper limits on the WIMP-nucleon spin-
independent cross section as a function of WIMP mass. The
red (upper) solid line shows the limit obtained from the ex-
posure analyzed in this work. The solid black line shows
the combined limit for the full data set recorded at Soudan.
The dotted line indicates the expected sensitivity for this ex-
posure based on our estimated background combined with
the observed sensitivity of past Soudan data. Prior results
from CDMS [11], EDELWEISS II [12], XENON10 [13], and
ZEPLIN III [14] are shown for comparison. The shaded re-
gions indicate allowed parameter space calculated from cer-
tain Minimal Supersymmetric Models [20, 21] (Color online.)

a doubling of previously analyzed exposure, the observa-
tion of two events leaves the combined limit, shown in
Fig. 4, nearly unchanged below 60 GeV/c2 and allows
for a modest strengthening in the limit above this mass.

We have also analyzed our data under the hypothesis
of WIMP inelastic scattering [23], which has been pro-
posed to explain the DAMA/LIBRA data [24] . We com-
puted DAMA/LIBRA regions allowed at the 90% C.L.
following the �2 goodness-of-fit technique described in
[25], without including channeling e↵ects [26]. Limits
from our data and that of XENON10 [27] were com-
puted using the Optimum Interval Method [22]. Re-
gions excluded by CDMS and XENON10 were defined
by demanding the 90% C. L. upper limit to completely
rule out the DAMA/LIBRA allowed cross section in-
tervals for allowed WIMP masses and mass splittings.
The results are shown in Fig. 5. The CDMS data dis-
favor all but a narrow region of the parameter space al-
lowed by DAMA/LIBRA that resides at a WIMP mass
of ⇠100 GeV/c2 and mass splittings of 80–140 keV.

The data presented in this work constitute the final
data runs of the CDMS II experiment and double the
analyzed exposure of CDMS II. We observed two can-
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FIG. 5: The shaded green region represents WIMP masses
and mass splittings for which there exists a cross section com-
patible with the DAMA/LIBRA [24] modulation spectrum
at 90% C. L. under the inelastic dark matter interpretation
[23]. Excluded regions for CDMS II (solid-black hatched) and
XENON10 [27] (red-dashed hatched) were calculated in this
work using the Optimum Interval Method. (Color online.)

didate events. These data, combined with our previous
results, produce the strongest limit on spin-independent
WIMP-induced nuclear scattering for WIMP masses
above 42GeV/c2 ruling out new parameter space.

The CDMS collaboration gratefully acknowledges
the contributions of numerous engineers and techni-
cians; we would like to especially thank Jim Beaty,
Bruce Hines, Larry Novak, Richard Schmitt and Astrid
Tomada. This work is supported in part by the Na-
tional Science Foundation (Grant Nos. AST-9978911,
PHY-0542066, PHY-0503729, PHY-0503629, PHY-
0503641, PHY-0504224, PHY-0705052, PHY-0801708,
PHY-0801712, PHY-0802575 and PHY-0855525), by the
Department of Energy (Contracts DE-AC03-76SF00098,
DE-FG02-91ER40688, DE-FG02-92ER40701, DE-FG03-
90ER40569, and DE-FG03-91ER40618), by the Swiss
National Foundation (SNF Grant No. 20-118119), and
by NSERC Canada (Grant SAPIN 341314-07).

[1] E. Komatsu et al. (WMAP), Astrophys. J. Suppl. 180,
330 (2009).

[2] G. Steigman and M. S. Turner, Nucl. Phys. B253, 375
(1985).

[3] B. W. Lee and S. Weinberg, Phys. Rev. Lett. 39, 165
(1977).

[4] S. Weinberg, Phys. Rev. Lett. 48, 1776 (1982).

5

WIMP mass [GeV/c2]

W
IM

P�
nu

cl
eo

n 
�

SI
 [c

m
2 ]

 

 

101 102 10310�44

10�43

10�42

10�41

Ellis 2005 LEEST
Roszkowski 2007 (95%)
ZEPLIN III 2008
EDELWEISS 2009
XENON10 2007
CDMS Soudan 2008
CDMS 2009 Ge
CDMS Soudan (All)
Expected Sensitivity

FIG. 4: 90% C.L. upper limits on the WIMP-nucleon spin-
independent cross section as a function of WIMP mass. The
red (upper) solid line shows the limit obtained from the ex-
posure analyzed in this work. The solid black line shows
the combined limit for the full data set recorded at Soudan.
The dotted line indicates the expected sensitivity for this ex-
posure based on our estimated background combined with
the observed sensitivity of past Soudan data. Prior results
from CDMS [11], EDELWEISS II [12], XENON10 [13], and
ZEPLIN III [14] are shown for comparison. The shaded re-
gions indicate allowed parameter space calculated from cer-
tain Minimal Supersymmetric Models [20, 21] (Color online.)

a doubling of previously analyzed exposure, the observa-
tion of two events leaves the combined limit, shown in
Fig. 4, nearly unchanged below 60 GeV/c2 and allows
for a modest strengthening in the limit above this mass.

We have also analyzed our data under the hypothesis
of WIMP inelastic scattering [23], which has been pro-
posed to explain the DAMA/LIBRA data [24] . We com-
puted DAMA/LIBRA regions allowed at the 90% C.L.
following the �2 goodness-of-fit technique described in
[25], without including channeling e↵ects [26]. Limits
from our data and that of XENON10 [27] were com-
puted using the Optimum Interval Method [22]. Re-
gions excluded by CDMS and XENON10 were defined
by demanding the 90% C. L. upper limit to completely
rule out the DAMA/LIBRA allowed cross section in-
tervals for allowed WIMP masses and mass splittings.
The results are shown in Fig. 5. The CDMS data dis-
favor all but a narrow region of the parameter space al-
lowed by DAMA/LIBRA that resides at a WIMP mass
of ⇠100 GeV/c2 and mass splittings of 80–140 keV.

The data presented in this work constitute the final
data runs of the CDMS II experiment and double the
analyzed exposure of CDMS II. We observed two can-
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FIG. 5: The shaded green region represents WIMP masses
and mass splittings for which there exists a cross section com-
patible with the DAMA/LIBRA [24] modulation spectrum
at 90% C. L. under the inelastic dark matter interpretation
[23]. Excluded regions for CDMS II (solid-black hatched) and
XENON10 [27] (red-dashed hatched) were calculated in this
work using the Optimum Interval Method. (Color online.)

didate events. These data, combined with our previous
results, produce the strongest limit on spin-independent
WIMP-induced nuclear scattering for WIMP masses
above 42GeV/c2 ruling out new parameter space.
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FIG. 3. (color online). Top: comparison of the spin-
independent (SI) exclusion limits from these data (solid) to
previous results in the same mass range (all at 90% C.L.).
Limits from a low-threshold analysis of the CDMS shallow-
site data [15] (dashed), CDMS II Ge results with a 10 keV
threshold [12] (dash-dotted), recalculated for lower WIMP
masses, and XENON100 with constant (+) or decreasing (!)
scintillation-efficiency extrapolations at low energy [17] are
also shown. The filled regions indicate possible signal regions
from DAMA/LIBRA [6, 8] (dark), CoGeNT (light) [7, 8], and
a combined fit to the DAMA/LIBRA and CoGeNT data [8]
(hatched). Bottom: comparison of the WIMP-neutron spin-
dependent (SD) exclusion limits from these data (solid),
CDMS II Ge results with a 10 keV threshold (dash-dotted),
XENON10 [18] (!), and CRESST [19] (!). The filled re-
gion denotes the 99.7% C.L. DAMA/LIBRA allowed region
for neutron-only scattering [20]. An escape velocity of 544
km/s was used for the CDMS and XENON100 exclusion lim-
its, whereas the other results assume an escape velocity from
600–650 km/s. Using the same halo parameters as assumed
for the allowed regions would lead to slightly stronger limits
(dotted).

These estimates indicate that we can claim no evi-
dence for a WIMP signal. However, since the back-
ground model involves sufficient extrapolation that sys-
tematic errors are difficult to quantify, we do not sub-
tract backgrounds but instead set upper limits on the
allowed WIMP-nucleon scattering cross section by con-
servatively assuming all observed events could be from
WIMPs. Limits are calculated using the high statistics
version of Yellin’s optimum interval method [21]. Data
from multiple detectors are concatenated as described
in [15]. This method allows the choice of the most con-
straining energy interval on the lowest background de-
tector while applying the appropriate statistical penalty

for the freedom to choose this interval. The method and
the ordering of detectors by position within the tower
were specified with no knowledge of the WIMP candi-
dates to avoid bias. For WIMP masses from 5–8 GeV/c2,
the most constraining interval contains events only from
T1Z5 and has no dependence on the detector ordering
used. The standard halo model described in [22] is used,
with specific parameters given in [15, 23]. The candidate
event energies and selection efficiencies for each detector
are given in [23].
The limits do not depend strongly on the extrapola-

tion of the ionization yield used at low energies since the
Neganov-Luke phonon contribution is small for recoil en-
ergies below 4 keV. Conservatively assuming 25% lower
ionization yield near threshold would lead to only ∼5%
weaker limits in the 5–10 GeV/c2 mass range.
Figure 3 (upper panel) shows the resulting 90% up-

per confidence limit on the spin-independent WIMP-
nucleon scattering cross section. This analysis provides
stronger limits than previous CDMS II Ge results for
WIMP masses below ∼9 GeV/c2, and excludes param-
eter space previously excluded only by the XENON10
and XENON100 experiments for a constant extrapola-
tion of the liquid xenon scintillation response for nuclear
recoils below 5 keV [17, 24, 25]. Our analysis provides
stronger constraints than XENON10 and XENON100 be-
low ∼7 GeV/c2 under conservative assumptions for the
scintillation response [8, 17, 26].
Spin-dependent limits on the WIMP-neutron cross sec-

tion are shown in Fig. 3 (lower panel), using the form fac-
tor from [27]. XENON10 constraints, calculated assum-
ing a constant extrapolation of the scintillation response
at low energy [18, 26], are stronger than these results for
WIMP masses above ∼7 GeV/c2.
These results exclude interpretations of the

DAMA/LIBRA annual modulation signal in terms
of spin-independent elastic scattering of low-mass
WIMPs (e.g., [8, 25]). We ignore the effect of ion
channeling on the DAMA/LIBRA allowed regions since
recent analyses indicate channeling should be negligi-
ble [25, 28]. These results are also incompatible with a
low-mass WIMP explanation for the low-energy events
seen in CoGeNT [7, 8].
The CDMS collaboration gratefully acknowledges the

contributions of numerous engineers and technicians; we
would like to especially thank Jim Beaty, Bruce Hines,
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EDELWEISS-II

Figure 2: Ionisation yield vs. recoil energy. Left: Neutron calibration with an AmBe source. The electronic recoil
nominal value Q=1, the 90%-acceptance nuclear recoil band (bottom) and the lines arising from inelastic neutron
scattering at 13.26 keV and 68.75 keV (dashed) are highlighted. Right: Gamma calibration with a 133Ba source.
The lines superimposed represent the average 99.99% rejection line for electron recoils (black), the 90%-acceptance

nuclear recoil band (red) and the typical ionisation threshold (green).

culated from the presented data following the optimum interval method described in [5]. A
standard halo model is considered, and the calculation of the di↵erential event rate is performed
according to the analytical solution proposed by [6], with the following values for the rele-
vant parameters: ⇢�=0.3 GeVc�2cm�3 (local dark matter density), v

0

=220 km s�1(dark matter
Maxwellian velocity dispersion), v

earth

=235 km s�1 (average Earth velocity) and a recent esti-
mation of the galactic escape velocity, v

esc

=544 km s�1 [7]. We include the e↵ect of a detector
finite recoil energy resolution of 1.5 keV. The 90% CL limit obtained vs. the WIMP mass is
shown in figure 3 (right). The best sensitivity obtained by EDELWEISS-II is 4.4⇥10�8 pb at
M�=85 GeV, which is more than twice as constraining than the one obtained with six months
of data [3].

Figure 3: Left: Ionisation yield vs. recoil energy obtained in the WIMP search after fiducial cuts. Highlighted
in red, the five events found in the nuclear recoil band which are retained as WIMP candidates. Right: WIMP-
nucleon spin-independent elastic cross-section upper limit at 90% CL vs. WIMP mass obtained in this analysis
(solid red) and recent results from other experiments. The shaded area corresponds to the 68% and 98% probability

regions of the cMSSM scan from [8].

Figure 2: Ionisation yield vs. recoil energy. Left: Neutron calibration with an AmBe source. The electronic recoil
nominal value Q=1, the 90%-acceptance nuclear recoil band (bottom) and the lines arising from inelastic neutron
scattering at 13.26 keV and 68.75 keV (dashed) are highlighted. Right: Gamma calibration with a 133Ba source.
The lines superimposed represent the average 99.99% rejection line for electron recoils (black), the 90%-acceptance

nuclear recoil band (red) and the typical ionisation threshold (green).

culated from the presented data following the optimum interval method described in [5]. A
standard halo model is considered, and the calculation of the di↵erential event rate is performed
according to the analytical solution proposed by [6], with the following values for the rele-
vant parameters: ⇢�=0.3 GeVc�2cm�3 (local dark matter density), v

0

=220 km s�1(dark matter
Maxwellian velocity dispersion), v

earth

=235 km s�1 (average Earth velocity) and a recent esti-
mation of the galactic escape velocity, v

esc

=544 km s�1 [7]. We include the e↵ect of a detector
finite recoil energy resolution of 1.5 keV. The 90% CL limit obtained vs. the WIMP mass is
shown in figure 3 (right). The best sensitivity obtained by EDELWEISS-II is 4.4⇥10�8 pb at
M�=85 GeV, which is more than twice as constraining than the one obtained with six months
of data [3].

Figure 3: Left: Ionisation yield vs. recoil energy obtained in the WIMP search after fiducial cuts. Highlighted
in red, the five events found in the nuclear recoil band which are retained as WIMP candidates. Right: WIMP-
nucleon spin-independent elastic cross-section upper limit at 90% CL vs. WIMP mass obtained in this analysis
(solid red) and recent results from other experiments. The shaded area corresponds to the 68% and 98% probability

regions of the cMSSM scan from [8].
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Directional detectors
•Background discrimination
•Able to measure dark matter 

velocity distribution

WIMP Astronomy

Gabriella Sciolla (MIT) Directional Detection of Dark Matter with DM-TPC 11
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arXiv:0708.2370v2 (NIM)

DRIFT
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Spergel 1988
Copi et al 1999-05

Morgan et al 2005-09
Gondolo et al 2002-08

Figure 1: Schematic view of NEWAGE-0.3a detector. The volume between the drift plane

and the GEM is the detection volume, it is filled with CF4 gas at 152 Torr.

6

MIMAC: Directional detection D. Santos

1. Introduction

Directional detection of Dark Matter is based on the fact that the solar system moves with re-
spect to the center of our galaxy with a mean velocity of roughly 220 km/s [1]. Taking into account
the hypothesis of the existence of a galactic halo of DM formed by WIMPs (Weakly Interacting
Particles) with a negligible rotation velocity, we can expect a privileged direction for the nuclear
recoils in our detector, coming out from elastic collision with those WIMPs.

The MIMAC (MIcro-tpc MAtrix of Chambers) detector project tries to get these elusive events
by a double detection: ionization and track, at low gas pressure with low mass target nuclei (H, 19F,
3He). In order to have a significant cross section we explore the axial, spin dependant, interaction
on odd nuclei. The very weak correlation between the neutralino-nucleon scalar cross section and
the axial one, as it was shown in [2], makes this research, at the same time, complementary to the
massive target experiments.

2. MIMAC prototype

The MIMAC prototype consists of one of the chamber of the matrix allowing to show the
ionization and track measurement performances needed to achieve the directional detection strat-
egy. The primary electron-ion pairs produced by a nuclear recoil in one chamber of the matrix are
detected by driving the electrons to the grid of a bulk micromegas[3] and producing the avalanche
in a very thin gap (128 or 256µm).

Figure 1: Track reconstruction in MIMAC. The anode is read-out every 25 ns and the 3D track is recon-
tructed, knowing the drift velocity of primary electrons, from the consecutive number of images, defining
the event, from the anode.

As pictured on figure 1, the electrons move towards the grid in the drift space and are projected
on the anode thus allowing to get information on X and Y coordinates. To access the X and Y
dimensions with a 100 µm spatial resolution, a bulk micromegas with a 4 by 4 cm active area,
segmented in pixels with a pitch of 350 µm is used as 2D readout. In order to reconstruct the
third dimension Z of the recoil, the LPSC developed a self-triggered electronics able to perform
the anode sampling at a frequency of 40 MHz. This includes a dedicated 16 channels ASIC [7]
associated to a DAQ [8].

2

MIMAC

NEWAGE

Theory
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The DAMA modulation

8.2σ detection
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The DAMA modulation
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The DAMA modulation
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Figure 2: Model-independent residual rate of the single-hit scintillation events, mea-
sured by the new DAMA/LIBRA experiment in the (2 – 4), (2 – 5) and (2 – 6) keV
energy intervals as a function of the time. The residuals measured by DAMA/NaI and
already published in ref. [4, 5] are also shown. The zero of the time scale is January
1st of the first year of data taking of the former DAMA/NaI experiment. The exper-
imental points present the errors as vertical bars and the associated time bin width
as horizontal bars. The superimposed curves represent the cosinusoidal functions be-
haviours A cosω(t − t0) with a period T = 2π

ω = 1 yr, with a phase t0 = 152.5 day
(June 2nd) and with modulation amplitudes, A, equal to the central values obtained by
best fit over the whole data, that is: (0.0215± 0.0026) cpd/kg/keV, (0.0176± 0.0020)
cpd/kg/keV and (0.0129±0.0016) cpd/kg/keV for the (2 – 4) keV, for the (2 – 5) keV
and for the (2 – 6) keV energy intervals, respectively. See text. The dashed vertical
lines correspond to the maximum of the signal (June 2nd), while the dotted vertical
lines correspond to the minimum. The total exposure is 0.82 ton×yr.

8

Summary of the results obtained in the additional
investigations of possible systematics or side reactions

(DAMA/LIBRA – arXiv:0804.2741 to appear on EPJC)

Source Main comment Cautious upper
limit (90%C.L.)

RADON Sealed Cu box in HP Nitrogen atmosphere, <2.5!10-6 cpd/kg/keV
3-level of sealing, etc.

TEMPERATURE Installation is air conditioned+
detectors in Cu housings directly in contact <10-4 cpd/kg/keV
with multi-ton shield" huge heat capacity

 + T continuously recorded

NOISE Effective full noise rejection near threshold <10-4 cpd/kg/keV

ENERGY SCALE Routine + instrinsic calibrations <1-2 !10-4 cpd/kg/keV

EFFICIENCIES Regularly measured by dedicated calibrations <10-4 cpd/kg/keV

BACKGROUND No modulation above 6 keV;
no modulation in the (2-6) keV <10-4 cpd/kg/keV
multiple-hits events;
this limit includes all possible
sources of background

SIDE REACTIONS Muon flux variation measured by MACRO  <3!10-5 cpd/kg/keV

+ even if larger they cannot 
satisfy all the requirements of 
annual modulation signature

Thus, they can not mimic
the observed annual

modulation effect

Slide by Belli (DAMA)
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Interpretation of DAMA modulation
A neutralino with mass between ~5 GeV and ~100 GeV,  
when all uncertainties are included

6

FIG. 2: ξσ(nucleon)
scalar as a function of the WIMP mass. The

region covered by a (red) slant hatching denotes the DAMA
annual modulation region, under the hypothesis that the ef-
fect is due to a WIMP with a coherent interaction with nuclei
and including the channeling effect. All other prerequisites of
this region are as in Fig. 1. The scatter plot and the (blue)
uniformly–shaded region are as in Fig. 1.

respond to the case where channeling is included with
the model explained in Ref. [7]. Actually, the extent
by which the channeling effect occurs when a putative
WIMP traverses a NaI crystal is still under study. For
this reason, in our analysis we consider both cases of no-
channeling and of channeling with the model of Ref. [7].
One expects that the actual physical situation is com-
prised within these two cases.

A. Annual modulation regions (convolution over a
class of distribution functions)

We start our analysis by showing in Figs. 1–2 the
DAMA annual modulation regions in a plot of ξσ(nucleon)

scalar

versus the WIMP mass. These have been derived by the
DAMA Collaboration for the case of a WIMP with a co-
herent interaction with nuclei [55], by varying the WIMP
galactic distribution function (DF) over the set consid-
ered in Ref.[18] and by taking into account other uncer-
tainties of different origins [56]. The DAMA regions are
denoted by a (red) slant hatching; they represent regions
where the likelihood-function values differ more than 6.5
σ from the null hypothesis (absence of modulation). Fig.
1 refers to the case in which the channeling effect is not
included, whereas Fig. 2 displays the case where chan-
neling is included.

Figs. 1–2 also show the (blue) uniformly-shadowed

region, which represents the physical neutralino region
as derived within our effective MSSM. The scatter plot,
common to Fig.1 and Fig.2, denotes the results of our
evaluations, when a scanning over the supersymmetric
parameter space is performed, at the fixed representa-
tive set of values for the hadronic quantities mentioned
in Sect. III C. This representative set is characterized by
the values: gu,ref = 123 MeV, gd,ref = 290 MeV (we re-
call that this set is the one employed also in our previous
paper of Ref. [54]). The (red) crosses and the (blue) dots
of the scatter plot denote configurations with no-rescaling
and those with rescaling of the local density, respectively
(see Sect. III B). The uniformly–shaded region displayed
in Figs. 1–2 represents the extension of the scatter plot
upwards and downwards, when the hadronic uncertain-
ties reported in Eq. (14) are included. The range of the
pion–nucleon sigma term of Eq. (13) is responsible for
the upper extension of the physical region, as compared
to the representative scatter plot, by an enhancement fac-
tor of about 2–3, whereas the range of Eq. (12) generates
the lower extension by a suppression factor of order 8–9.
These numbers follow immediately from the formulae in
Sect. III C, by taking into account that the dominant
term in the quantity Ih,H is the one involving gd. Thus,
the scatter plot for any value set of hadronic quantities
with given values of gd and gu can approximately be ob-
tained from the one corresponding to the reference set
of values, characterized by gu,ref = 123 MeV, gd,ref =
290 MeV, by scaling the reference scatter plot by the
factor (gd/gd,ref)2. However, notice that, in deriving the
boundaries of the full theoretical region in Figs. 1–2, the
full expression of Eq. (9) has been used.

From Figs.1–2 it is clear that the DAMA annual mod-
ulation region is largely compatible with the theoretical
predictions for relic neutralinos with masses mχ <∼ 100
GeV, in particular for neutralinos within the low–energy
funnel for mχ <∼ 50 GeV. This occurs, whether or not the
channeling effect is included.

B. Annual modulation regions for single halo
models

We turn now to the analysis of the annual modulation
regions for specific forms of the WIMP distribution func-
tion. First we discuss in detail our reference model, the
cored isothermal sphere, mentioned in Sect. III A (de-
noted as Evans logarithmic model, or A1 model, in Ref.
[18]); we will comment about some other DFs afterwords.

Figs.3–4 display the theoretical predictions of our su-
persymmetric model (already shown in Figs.1–2) to-
gether with the DAMA annual modulation regions [55],
under the hypothesis that the WIMP-nucleus interaction

Bottino, Donato, Fornengo, Scopel 2003-2011

10

FIG. 5: The solid lines show the upper limit on the quantity
ξσ(nucleon)

scalar as a function of the WIMP mass mχ for the CDMS
detector [5] and for vesc = 650 km sec−1. The (red) median
line refers to the standard isothermal sphere with v0 = 220
km sec−1 and ρ0 = 0.3 GeV cm−3 (model A0 of Ref. [18]).
The (black) upper and lower curves refer to model B1 with
v0 = 170 km sec−1 (upper solid line) and model C3 with v0 =
270 km sec−1 (lower solid line). The short–dashed line refers
to model C3 with maximal counter–rotation of the galactic
halo. The long–dashed lines show the upper limits for CDMS
in the case of a lower escape velocity vesc = 450 km sec−1:
the upper line refers to model A1, the lower one to model
C3. For model B1, the limit coincides with the corresponding
solid line. The scatter plot and the (blue) uniformly–shaded
region are as in Fig. 1. Other specifications in the text.

case δ K0 L Vc VA

[kpc2/Myr] [kpc] [km s−1] [km s−1]

max 0.46 0.0765 15 5 117.6

med 0.70 0.0112 4 12 52.9

min 0.85 0.0016 1 13.5 22.4

TABLE I: Astrophysical parameters of the two–zone diffusion
model for galactic cosmic rays propagation, compatible with
B/C analysis and yielding the maximal, median and minimal
primary antiproton flux [62].

best–fit (on B/C) set (denoted as median), together with
the sets which yield the minimal and the maximal pri-
mary antiproton fluxes [62]. The values of these three
sets are given in Table I.

We proceed now to analyze the extent of compatibil-
ity of the neutralino configurations which fit the DAMA
results with the present data on cosmic antiprotons.
Among the six sets of values for the parameters v0 and ρ0

analyzed in Figs. 3–4, let us consider the following ones
(the same already considered in Ref. [54]): A) v0 = 170
km sec−1, ρmin

0 = 0.20 GeV cm−3; B) v0 = 170 km
sec−1, ρmax

0 = 0.42 GeV cm−3; C) v0 = 220 km sec−1,
ρmin
0 = 0.34 GeV cm−3.

In Figs. 6–7 we give the antiproton fluxes at p̄ kinetic
energy Tp̄ = 0.23 GeV, as a function of the neutralino
mass for a cored isothermal halo and for the neutralino
configurations selected by the DAMA regions shown in
Fig. 3–4, respectively. Fig. 6 refers to the case in which
channeling is not included in the derivation of the DAMA
regions, Fig. 7 to the case with channeling included.

At variance with what displayed in Figs. 1–5, where
the scatter plot was evaluated at the reference point:
gu,ref = 123 MeV, gd,ref = 290 MeV, in Figs. 6–7 the
scatter plots are the results not only of the scan over the
supersymmetric parameter space but also of the varia-
tions of the quantities gu and gd, as given by Eqs. (10)–
(11), when σπN and σ0 are varied in the ranges of Eq.
(14) and Eq. (15), respectively, and r is put at the default
value r = 25.

From the results shown in Figs. 6–7 we see that,
though a number of configurations are excluded by the
BESS data [63], many others are perfectly compatible
with BESS and in principle accessible to PAMELA [64]
and AMS-02 [65]. More specifically, for set A, most of
the neutralino configurations are unconstrained by the
galactic antiproton data, except for a group of them in
the case of the maximal set of the diffusion parameters
and when channeling is included; a sizable number of
configurations are at the level of possible investigation.
Sets B and C, due to their corresponding higher values of
ρ0, are more sensitive to the p̄ constraints (but also, to a
large extent, accessible to PAMELA and AMS), though
prevalently for sets of the diffusion parameters close to
the maximal set.

It is worth noticing explicitly that for the other sets
of v0 and ρ0 discussed in Sect. IVB and in Figs. 3–4,
but not considered here, one would obtain plots similar
to the ones displayed in Figs. 6–7 with scatter plots
rescaled according to the power ρ2

0; thus for these sets the
p̄ constraints would be more severe than in the previous
cases.

As we noticed above, a sizable number of neutralino
configurations are at the level of the sensitivities of cur-
rent experiments on cosmic antimatter. However, for
the reasons explained above, the corresponding primary
fluxes would be rather difficult to be disentangled from
the secondary flux (notice that primary and secondary
fluxes have also a very similar behavior as functions of
the p̄ kinetic energy) [62]. The cosmic antiproton data,
powerful in providing stringent constraints, are some-
what problematic in providing positive signals for exotic
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Interpretation of DAMA modulation

Are low mass WIMPs compatible with other experiments?

Gondolo, Gelmini hep-ph/0405278

• “Raster scan” gives 
region compatible with 
DAMA modulation and
all other experiments
(as of 2004). 

• Standard Maxwellian
velocity distribution

• No channeling

Gondolo, Gelmini 2004, 2005; Petriello, Zurek 2008; Bottino et al 2008; Chang, Pierce, 
Weiner 2008; Fairbairn, Schwetz 2008; Hooper, Petriello, Zurek, Kamionkowski 2008; 
Chang, Kribs, Tucker-Smith, Weiner 2008; Savage, Gelmini, Gondolo, Freese 2008, 2010; .....

Sodium recoils
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FIG. 2: Comparison of the DAMA annual modulation region with other direct detection bounds for spin-independent WIMP-
proton interactions and a conventional dark halo. In (a) the 2-6 and 6-14 keVee DAMA bins and in (b) the 2-4 and 6-14 keVee
DAMA bins were used. In the hatched region, the WIMP-proton cross section σp at WIMP mass m reproduces the DAMA
annual modulation results at the 90% and 3σ C.L. (inner densely hatched region and outer hatched region, respectively). The
region above each other line is excluded at 90% C.L. by the corresponding experiment (DAMA/NaI-96, CRESST-I and II,
EDELWEISS, CDMS-SUF and CDMS-Soudan [denoted by CDMS-S.]). In (a), there is a region compatible with the DAMA
annual modulation and all other experiments at the 3σ but not the 90% C.L. In (b), there is a compatible region at the 90%
C.L. also.

Our procedure differs from previous theoretical analyses [10] in that we use the modulation amplitudes provided
by DAMA in their model-independent analysis [11] instead of their best-fit values obtained fixing the shape of the
nuclear recoil spectrum to that appropriate for the conventional halo model [14]. The latter best-fit values depend on
the conventional recoil spectrum at the specific best-fit WIMP mass of DAMA (52+10

−8 GeV). Thus we must use the
model-independent fit to consider different WIMP masses and non-conventional halo models.

Having found a WIMP-proton cross section that produces the DAMA annual modulation at n-sigma (or 90%)
confidence, we evaluate the expected number of events in all of the other experiments using Eq. (2), and compare
them with the constraints in Table 1. We require that less than 2.3 events are predicted for each experiment that
observes no events (this is the 90% C.L. upper bound). All other upper bounds in Table 1 are also at 90% C.L. We
thus determine if the parameters we choose are compatible with all the experimental constraints we impose.

We take an aditional step in the case in which a dark matter stream is added to the conventional halo model. After
having followed the procedure described so far, we determine the minimum and maximum values of the WIMP mass
for which there is a (part of the) σp confidence interval that produces the DAMA annual modulation and is allowed
by all other experiments at 90% C.L.

IV. CONVENTIONAL HALO MODEL

Since the experimental bounds on the candidate mass and cross section depend on the halo model adopted, all dark
matter direct detection experiments conventionally adopt the same isothermal halo model, to be able to compare their
results. In this section, we adopt the same conventional halo model, so as not to innovate in this respect. We make
no claim that this is a realistic halo model, but it offers us a definite benchmark for comparison.

The value of the local WIMP density conventionally adopted in direct detection comparisons is ρ = 0.3 GeV/cm3.
This we adopt.

The conventional WIMP velocity distribution used in the comparison of direct detection experiments is a Maxwellian
distribution truncated at the local Galactic escape speed vesc. In the reference frame of the detector, which we take
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Interpretation of DAMA modulation

Are low mass WIMPs compatible with other experiments?

Petriello, Zurek 2008

• Repeat analysis 
with channeling.

• But “raster 
scan” is no 
longer 
appropriate for 
new DAMA/
LIBRA data.

Figure 1: Allowed region in the mDM , σp plane consistent with the DAMA modulation
signal at 90% C.L. and 3σ (inner and outer hatched regions, respectively). Also shown are
the experimental constraints arising from other null experiments. The DAMA allowed region
includes both channeled and quenched events.

Figure 2: Similar to Fig. (1), but if DAMA observed only quenched events. The presence of
un-quenched (channeled) events is necessary to reconcile DAMA with null experiments.

11

Gondolo, Gelmini 2004, 2005; Petriello, Zurek 2008; Bottino et al 2008; Chang, Pierce, 
Weiner 2008; Fairbairn, Schwetz 2008; Hooper, Petriello, Zurek, Kamionkowski 2008; 
Chang, Kribs, Tucker-Smith, Weiner 2008; Savage, Gelmini, Gondolo, Freese 2008, 2010; .....

Iodine recoils
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Interpretation of DAMA modulation

Low mass WIMPs are compatible with other experiments

Savage, Gelmini, Gondolo, Freese 2010
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The CoGeNT “irreducible excess”

Aalseth et al 2010

Degeneracy 
between 
exponential 
background 
and 
exponential 
signal

• CoGeNT, a low-electronic-noise Ge detector, finds an 
“irreducible excess of events”
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• A dark matter particle with mass around 10 GeV?

• It might also explain DAMA!

Interpretation of CoGeNT excess

Bottino et al 2003
DAMA

Aalseth et al 2010

CoGeNT
region
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The CoGeNT modulation
4

FIG. 4: Time evolution of the rate in several energy regions.
The last bin spans eight days. A dotted line denotes the
best-fit modulation found. A solid line indicates nominal pre-
dictions (see text). These lines overlap for the bottom panels.

the muon flux at SUL varies seasonally by ±2%, and
radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].
The CDMS collaboration has recently claimed [7] to

exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. In view of the compatibil-
ity of a mχ∼7 GeV/c2, σSI ∼ 10−4pb WIMP with both
CoGeNT (Fig. 1) and CDMS [16], a search for an annual
modulation in CDMS data seems in order. Observations
from XENON10 [18] and XENON100 [8] have been used
to generate a similar rejection of light-WIMP scenarios.
The assumptions in [8, 18] are examined in [17], where
no presently compelling case for this exclusion is found.
In conclusion, presently available CoGeNT data favor

the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown,

the spectral and temporal information are prima facie
congruent when the WIMP hypothesis is examined: in
particular, the WIMP mass region most favored by the
spectral analysis (Fig. 2) generates predictions for the
modulated amplitude in good agreement with observa-
tions, modulo the dependence of this assertion on the
choice of astrophysical parameters [21–23].
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• 442 live days, interrupted by 
fire

• 146 kg-day exposure

• Period of one year
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DAMA’s (within errors)
• 2.8 σ
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FIG. 4: The rate of events between 0.5 and 3.2 keVee observed
by CoGeNT, as a function of time, after the subtraction of
L-shell peaks. Times are given in units of days since the
beginning of CoGeNT’s data taking (Dec. 4, 2009). The solid
curve represents the best fit annual modulation (16%, peaking
at April 18), while the flat line is the constant rate with the
best fit normalization.

from elastically scattering dark matter.
Although the statistics provided by CoGeNT are lim-

ited, we can begin to study the spectrum of the ob-
served modulation amplitude. In Fig. 5, we show the
observed modulation amplitude, for three choices of the
phase (peaking at April 18, May 9, and May 26). We
find the presence of modulation in each of the three en-
ergy bins below 3.2 keVee, but no statistically significant
modulation at higher energies. We also show in each
of these frames the modulation spectrum that is pre-
dicted for two dark matter scenarios: m

DM

= 7 GeV,
v
0

= 250 km/s (solid) and m
DM

= 11 GeV, v
0

= 180
km/s (dashed); each with �

DM�N = 1.2 ⇥ 10�40 cm2

and v
esc

= 550 km/s. At this point, we note that there
appears to be somewhat more modulation observed at
1.4-3.2 keVee than is predicted, although more data will
be needed to evaluate this issue with satisfactory statis-
tical significance. The modulation in this energy range
could be enhanced if the dark matter’s velocity distri-
bution were to depart significantly from the Maxwellian
form that we have assumed.

IV. RESULTS OF AND PROSPECTS FOR
OTHER DIRECT DETECTION EXPERIMENTS

In this section, we discuss the implications of the re-
sults of other direct detection experiments on a dark mat-
ter interpretation of the CoGeNT spectrum and modula-
tion. We will also discuss the prospects for other direct
detection experiments which may be sensitive to dark
matter in the ⇠5-10 GeV mass range.

FIG. 5: The spectrum of the annual modulation amplitude
observed by CoGeNT for three choices of the phase. Also
shown for comparison is the modulation spectrum predicted
for two dark matter scenarios: mDM = 7 GeV, v0 = 250 km/s
(solid) and mDM = 11 GeV, v0 = 180 km/s (dashed); each
with �DM�N = 1.2⇥ 10�40 cm2 and vesc = 550 km/s.

Aalseth et al 1106.0650Kelso, Hooper 1106.1066
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The devil is in the details
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XENON

XENON-100 vs CoGeNT
5

]2WIMP Mass [GeV/c
6 7 8 910 20 30 40 50 100 200 300 400 1000

]2
W

IM
P-

N
uc

le
on

 C
ro

ss
 S

ec
tio

n 
[c

m

-4510

-4410

-4310

-4210

-4110

-4010

-3910

]2WIMP Mass [GeV/c
6 7 8 910 20 30 40 50 100 200 300 400 1000

]2
W

IM
P-

N
uc

le
on

 C
ro

ss
 S

ec
tio

n 
[c

m

-4510

-4410

-4310

-4210

-4110

-4010

-3910

DAMA/I

DAMA/Na

CoGeNT

CDMS

EDELWEISS

XENON100 (2010)

XENON100 (2011) Buchmueller et al.

FIG. 5: Spin-independent elastic WIMP-nucleon cross-section
� as function of WIMP mass m�. The new XENON100 limit
at 90% CL, as derived with the Profile Likelihood method
taking into account all relevant systematic uncertainties, is
shown as the thick (blue) line together with the 1� and 2�
sensitivity of this run (shaded blue band). The limits from
XENON100 (2010) [7] (thin, black), EDELWEISS [6] (dotted,
orange), and CDMS [5] (dashed, orange, recalculated with
vesc = 544 km/s, v0 = 220 km/s) are also shown. Expecta-
tions from CMSSM are indicated at 68% and 95% CL (shaded
gray) [17], as well as the 90% CL areas favored by CoGeNT
(green) [18] and DAMA (light red, without channeling) [19].

and a density of ⇢� = 0.3GeV/cm3. The S1 energy res-
olution, governed by Poisson fluctuations, is taken into
account. Uncertainties in the energy scale as indicated in
Fig. 1 as well as uncertainties in vesc are profiled out and
incorporated into the limit. The resulting 90% confidence
level (CL) limit is shown in Fig. 5 and has a minimum
� = 7.0⇥10�45 cm2 at aWIMPmass ofm� = 50GeV/c2.
The impact of Le↵ data below 3 keVnr is negligible at
m� = 10GeV/c2. The sensitivity is the expected limit in
absence of a signal above background and is also shown
in Fig. 5 as 1� and 2� region. Due to the presence of
two events around 30 keVnr, the limit at higher m� is
weaker than expected. This limit is consistent with the
one from the standard analysis, which calculates the limit
based only on events in the WIMP search region with an
acceptance-corrected exposure, weighted with the spec-
trum of a m� = 100GeV/c2 WIMP, of 1471 kg ⇥ days.
This result excludes a large fraction of previously unex-

plored WIMP parameter space, and cuts into the region
where supersymmetric WIMP dark matter is accessible
by the LHC [17]. Moreover, the new result challenges
the interpretation of the DAMA [19] and CoGeNT [18]
results as being due to light mass WIMPs.
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~10 GeV dark matter?
- Degeneracy between exponential background and exponential signal in 

CoGeNT

- Different analyses find opposite results (from compatible to incompatible)

- Theoretically challenging
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Couple more to protons than neutrons

Kurylov, Kamionkowksi 2003; Giuliani 2005; Cotta et al 2009; Chang et al 2010; Kang et al 
2010; Feng et al 2011; .....
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FIG. 3: Constraints in the σSI
χp(pb) vs. σSD

χn (pb) plane due to various direct WIMP searches. We

took fn/fp=-0.76. Notation is the same as in Fig. 1. The energetic-neutrino constraint for this

case, σSD
χp < 0.12 pb (see Section IV E), is satisfied.

where N = p, n and τ̂3 is the usual Pauli matrix in the strong isospin space. The Feynman

diagrams and detailed expressions for fp,n can be found in Ref. [1]. Since only the up and

down quarks have non-zero strong isospin, the isovector part of fN is entirely due to coupling

of the neutralino bilinear to isovector operators built from the up and down quarks. The

isoscalar part arises due to coupling to various isoscalar operators built from the up and

down quarks, the strange and all heavy quarks, and the gluons. The scalar coupling of the

neutralino to a quark has the form [1]5,

Lχ,q = GF
mq

MW
χ̄χ q̄q

(

Aq
M2

W

M2
h

+ Bq
M2

W

M2
q̃ − (Mχ + mq)2

)

+ O(
1

M4
q̃

) ≈ mqfqχ̄χ q̄q , (45)

where GF is the Fermi constant, Aq and Bq are dimensionless constants, mq is the quark

mass, Mq̃ is the mass of the superpartner of q, Mh is the lightest Higgs-boson mass, and Mχ

5 We assume that the squark mass matrices are diagonal in the flavor space.

fn/fp = �0.76
m� = 50GeV

DAMA
   mod.Z

EPLIN
-1

D
A

M
A

/X
e

2

and �A is the zero-momentum-transfer SI cross section
from particle physics, and IA depends on experimental,
astrophysical, and nuclear physics inputs. If fn = fp,
we recover the well-known relation R / A2. For IVDM,
however, the scattering amplitudes for protons and neu-
trons may interfere destructively, with complete destruc-
tive interference for fn/fp = �Z/(A� Z).

Henceforth, we assume that each detector either has
only one element, or that the recoil spectrum allows one
to distinguish one element as the dominant scatterer. We
will see, however, that in some cases it is crucial to in-
clude the possibility of multiple isotopes. The event rate
then generalizes to R =

P
i ⌘i�AiIAi , where the sum is

over isotopes Ai with fractional number abundance ⌘i.
IVDM and current data. It will be convenient

to define two nucleon cross sections. The first is �p =
µ2

pf
2

p/M
4

⇤ , the X-proton cross section. In terms of �p,

R = �p

X

i

⌘i
µ2

Ai

µ2

p

IAi [Z + (Ai � Z)fn/fp]
2 . (5)

The second is �Z
N , the typically-derived X-nucleon cross

section from scattering o↵ nuclei with atomic number

Z, assuming isospin conservation and the isotope abun-

dances found in nature. With the simplification that the
IAi vary only mildly for di↵erent i, we find

�p

�Z
N

=

P
i ⌘iµ

2

Ai
A2

iP
i ⌘iµ

2

Ai
[Z + (Ai � Z)fn/fp]2

⌘ FZ . (6)

If one isotope dominates, the well-known result, FZ =
[Z/A+ (1� Z/A)fn/fp]�2, is obtained.

In Fig. 1 we show regions in the (mX ,�p) plane
that are favored and excluded by current bounds for
fn/fp = 1,�0.7. These include the DAMA 3� favored
region [12, 13], assuming no channeling [14] and that the
signal arises entirely from Na scattering; the CoGeNT
90% CL favored region [2]; 90% CL exclusion contours
from the original XENON100 analysis [3], assuming the
scintillation e�ciency L

e↵

is constant for low ER (as fa-
vored by Ref. [15]), and a constraint from a later re-
analysis [13] which is insensitive to whether L

e↵

is con-
stant or falls to zero logarithmically for low ER (as fa-
vored by Ref. [16]); 90% CL bounds from XENON10 for
both constant and falling L

e↵

[13]; and 90% CL bounds
from CDMS Ge and Si [6]. The isotope abundances are
given in Tables I and II.

There are several controversies regarding the exclu-
sion contours for xenon-based detectors at low mass [17].
These include the question of whether an even more con-
servative choice of L

e↵

should be used and questions
about the assumption of Poisson fluctuations in the ex-
pected photoelectron count for a low-mass dark matter
particle. We have also not accounted for uncertainties in
the associated quenching factors for Na, Ge and Si [18].
All of these issues can potentially shift some of the signal
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FIG. 1. Favored regions and exclusion contours in the
(mX ,�p) plane for (top) the standard isospin-conserving case
fn/fp = 1 and (bottom) IVDM with fn/fp = �0.7.

regions, or alter (or invalidate) some of exclusion curves
of Fig. 1. We have also not adjusted the favored regions
and bounds to account for di↵erences in the dark matter
velocity distributions adopted by the various analyses,
which would slightly shift the contours.

Remarkably, for �0.63 <⇠ fn/fp <⇠ �0.74, the DAMA-
and CoGeNT-favored regions overlap and the sensitivity
of XENON is su�ciently reduced to be consistent with
these signals. The possibility of IVDM therefore brings
much of the world’s data into agreement and leads to a
very di↵erent picture than that implied by studies as-
suming isospin conservation. Only the CDMS Ge con-
straint completely excludes the overlapping region, and

Feng, Kumar, Marfatia, Sanford 2011

Spin-independent couplings to protons stronger than to neutrons 
allow modulation signals compatible with other null searches

Wednesday, August 3, 11



A CoGeNT modulation analysis
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Figure 11: Preferred regions and exclusion limits at 90% and 3� confidence level in the m�–� plane
for spin-independent dark matter–nucleon scattering assuming a standard Maxwell-Boltzmann halo
with escape velocity v

esc

= 550 km/s and velocity dispersion v
0

= 220 km/s. Filled red (dark gray
in B/W) contours were obtained from an unbinned maximum likelihood fit to the CoGeNT data,
using both the energy and timing information for each event. (A fit using only energy information
gives practically identical results.) The unfilled red (gray) contours are from a binned �2 analysis,
using only the timing information and leaving the energy spectrum completely unconstrained (light
red/light gray contours), or requiring the predicted energy spectrum to remain below the observed
one (dark red/dark gray exlcusion limits). The orange (light gray) region shows the masses and cross
sections preferred by DAMA [7] if the quenching factors are assigned a 10% uncertainty [31, 35, 30],
and the blue and green contours indicate the 90% exclusion limits from CDMS [15] and Xenon-100 [9],
respectively.

distributions of the form

f(v) / (e�v

2
/v

2
0 � e�v

2
esc/v

2
0 )k ⇥(v

esc

� v) , (4.2)

where k is a power-law index, v
esc

is the escape velocity, and v
0

is the dispersion. Note that

k = 1 is just the Maxwell-Boltzmann-like halo. This velocity distribution models the behavior

of double power-law density profiles and corresponds to results found in high-resolution sim-

ulations of the Galactic halo, when k ⇠ 2 [37]. The fact that simulations support a power-law

index greater than one suggests that the number of high velocity particles on the tail of the

distribution may be suppressed relative to the expectation for Maxwell-Boltzmann halos.

To study how the CoGeNT predictions are a↵ected by variations in the halo parameters,

distributions with k = 1, 2, 3 are considered and a random scan is done with v
esc

2 [500, 600]
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Figure 13: Upper limits from CDMS (green) compared with modulation rates from CoGeNT assum-
ing a Maxwellian phase (blue) and the overall best fit phase (red).

Bin CoGeNT Ge Na (Q=0.3) Si O Xe

1
[0.5,0.9] [2.3,3.8] [1.5,2.5] [4.5,7.6] [5.8,9.9] [1.4,2.3]

0.90± 0.72 0.23± 0.18 0.078± 0.062 0.035± 0.028 0.011± 0.009 0.72± 0.58

2
[0.9,1.5] [3.8,6.1] [2.5,4.0] [7.6,11.9] [9.9,15.6] [2.3,3.7]

0.37± 0.55 0.1± 0.149 0.035± 0.052 0.015± 0.023 0.005± 0.008 0.31± 0.46

3
[1.5,2.3] [6.1,8.9] [4.0,5.8] [11.9,17.5] [15.6,22.8] [3.7,5.4]

0.48± 0.22 0.136± 0.063 0.049± 0.022 0.021± 0.01 0.007± 0.003 0.41± 0.19

4
[2.3,3.1] [8.9,11.6] [5.8,7.6] [17.5,22.8] [22.8,29.8] [5.4,7]

0.27± 0.23 0.08± 0.068 0.029± 0.025 0.013± 0.011 0.004± 0.004 0.23± 0.2

Table 2: Modulation amplitudes, for all columns except that labelled CoGeNT the units are
counts/day/kg/keVnr, in the CoGeNT column the units are counts/day/kg/keVee, for four bins as-
suming a Maxwellian phase, the equivalent energy ranges and rates for other targets, assuming m� = 7
GeV and spin-independent scattering cross sections proportional to A2. Note that we have not included
detector e�ciencies or mass fractions in any of the predicted rates.

Here

C
(i)

T

= (i)
⇣
f
p

Z(i) + f
n

(A(i) � Z(i))
⌘
2

, (4.5)

and  is the mass fraction for the target element in question, and F
i

are the nuclear form

factors at each experiment.

The energy ranges [0.5,1.5] and [1.5, 3.1] keVee at CoGeNT should be properly thought

of as [2.3,6.1] and [6.1,11.6] keVnr in terms of nuclear recoil energies. For a WIMP of a given

mass, the signals in these bins should show up in a very specific range of energies at other

experiments. In tables 2 and 3 we show what energy ranges and rates should show up at

other experiments for a 7 GeV WIMP, assuming a spin-independent scattering proportional
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Figure 14: Astrophysics independent comparison of CoGeNT and DAMA modulation amplitudes.

4.3.2 Summary of Halo-Independent Comparisons

A direct comparison of the modulated amplitude allows us to make interesting comparisons

between di↵erent experiments. The most direct, to CDMS-Ge, shows that the modulation is

compatible with CDMS, but only if the modulation is nearly 100%. As a consequence, the

modulation should be easily apparent in the CDMS data.

Ultimately, while there is a rough agreement between the size of the CoGeNT modulation

and the DAMA modulation, the energy range over which the modulation is spread seems

in conflict with previous interpretations [35] invoking a high Q
Na

, without disregarding a

modulation in an energy range which is statistically as significant as in the lower energy

range.

Indeed, as expected, the presence of modulation in the high energy range brings about

the greatest tensions overall. The absence of a signal at CDMS-Si requires the signal to be

highly modulated, while XENON100 should have seen a signal unless L
eff

is significantly

smaller than the measurements of [50].

Such comparisons are only in the context of SI scattering proportional to A2. Invoking

interference between protons and neutrons to alleviate XENON100 constraints would exacer-

bate tensions with CDMS-Si, and likely cannot address these questions. Other models, such

as SD couplings or iDM would fall outside this analysis, however.

Clearly, if the modulation in the high energy regime persists, any interpretation in terms

of spin-independent elastic scattering will be challenging.

5. Conclusions

The search for dark matter is a central element of modern astrophysics, modern cosmology

and particle physics. The discovery of particle dark matter is of such importance that any

claim must be corroborated by another experiment, and within a single experiment, before

it can be believed. The presence of modulation of events in the CoGeNT experiment makes

22

Fox et al 1107.0717 

Wednesday, August 3, 11



Light neutralinos

9

FIG. 4: Upper bounds in the mA – tan β plane, derived in
Ref. [45] from searches of the neutral Higgs boson decaying
into a tau pair at LHC [43]. The disallowed domain is the
(yellow) shaded region. The solid bold lines labeled by num-
bers denote the cosmological bound Ωχh

2 ≤ (ΩCDMh2)max

for a neutralino whose mass is given by the corresponding
number (in units of GeV), as obtained by Eq. (3) with
(ΩCDMh2)max = 0.12. For any given neutralino mass, the
allowed region is above the corresponding line.

The numerical range in front of Eq.(7) follows from the
requirement that relic neutralinos have an abundance in
the cosmological range for CDM. The crucial factor of
uncertainties in σ(nucleon)

scalar is related to QCD properties
through the coupling gd. It is however worth recalling
that the range of the neutralino mass depends on the
lower bound on mχ which is explicitly given in terms of
the SUSY parameters in Eq.(3). These properties will
also show up later in the figures displaying the scatter
plots for σ(nucleon)

scalar .

B. Constraints on SUSY parameters from early

searches at the LHC

In Ref. [34] the possible impact of some early analyses
by the CMS and ATLAS Collaborations at the LHC on
the LNM was investigated. The data considered there
consisted in the results of searches for supersymmetry
in proton–proton collisions at a center–of–mass energy
of 7 TeV with an integrated luminosity of 35 pb−1 [38],
i.e. the results of the CMS Collaboration for events with
jets and missing transverse energy [38], and those of the
ATLAS Collaboration by studying final states containing
jets, missing transverse energy, either with a isolated lep-
ton (electron or muon) [39] or without final leptons [40].

Both signatures would be significant of processes due to
the production in pairs of squarks and gluinos, subse-
quently decaying into quarks, gluons, other standard-
model (SM) particles and a neutralino (interpreted as
the lightest supersymmetric particle (LSP)) in a R–parity
conserving SUSY theory. As reported in Refs. [38, 39]
the data appeared to be consistent with the expected
SM backgrounds; thus lower bounds were derived on the
squark and gluino masses which are sizeably higher than
the previous limits established by the experiments D0
[41] and CDF [42] at the Tevatron.

These data were employed in Ref. [34] to determine
the relevant lower bounds on the squark masses and the
gluino mass M3 within the LNM and their ensuing pos-
sible impact on the value of the lower bound on the
neutralino mass. It was proved there that the data of
Refs. [38, 39] do not imply a modification of the lower
bound mχ >∼ 7-8 GeV for the LNM, when the common
squark mass for the first two families mq̃12 and the one
for the third family mt̃ are independent parameters with
mq̃12 > mt̃, or, in case of a full degeneracy of the squark
masses over the 3 families (as considered in the present
paper), when M3 >∼ (1.5 - 2) TeV. Otherwise, in the case
of a full squark–mass degeneracy (mq̃12 = mt̃ ≡ mq̃) the
lower bound on mχ varies as a function of the gluino
mass M3, from the value of 7–8 GeV for M3 >∼ 2 TeV
to about 12 GeV for M3 # 600 GeV (see Fig. 5 of Ref.
[34] for details). In particular, the gluino mass enters in
the calculation of observables for the relic neutralino only
at the loop level (through radiative corrections of Higgs
couplings), so within the LNM M3 is very weakly cor-
related to the other parameters. In order to reduce the
number of parameters, in the present analysis we choose
to decouple the gluino mass assuming M3 =2 TeV. In
this case LHC data imply the lower bound mq̃ >∼ 450
within the LNM [34]. In the following we will impose
this constraint in our numerical analysis.

Now, we proceed to a discussion of the new results pre-
sented by the CMS Collaboration on a search for neutral
SUSY Higgs bosons decaying in tau pairs at a center–
of–mass energy of 7 TeV with an integrated luminosity
of 36 pb−1 [43]. Since no excess is observed in the tau-
pair invariant–mass spectrum, upper limits on the Higgs–
boson production cross section times the branching ratio
to tau pairs are placed. These limits are then converted
into upper bounds for the SUSY parameter tanβ as a
function of the pseudoscalar Higgs–boson mass mA in a
particular MSSM benchmark. The ensuing disallowed re-
gion in the plane mA−tanβ turns out to be considerably
larger than the one previously derived at the Tevatron
(see for instance Ref. [44]).

However, in Ref. [45] it has been shown that, when all
the theoretical uncertainties involved in the derivation

Bottino, Donato, Fornengo, Scopel 2003-2011

Belli et al 1106.4667

DAMA
CoGeNT
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May escape ATLAS/CMS bounds 
(see Baglio, Djouadi 2011)
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Coming up......

• XMASS

• EDELWEISS III

• XENON-1ton

• Super CDMS

• DM-ICE

• EURECA

• and many many others
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Coming up.......

LUX Experiment / Rick Gaitskell / Brown University 28

LUX – SI Coupling WIMP Sensitivity

Zeplin-III

Xenon10 CDMS-II

Zeplin-III
 (after PMT updates)

XMASS (2009)

SuperCDMS (2013)

LUX (2010)

100 GeV/c2  7 10-46 cm2

Gaitskell 2009
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M. Schumann (U Zürich) – XENON100 30

XENON100: Sensitivity

Spin-independent
WIMP-nucleon interaction

XENON100

XENON1T

Coming up.......

Schumann 2011
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Coming up.......

TeVPA, Stockholm, 1-5/08/2011 Vitaly Kudryavtsev 15

EURECA
• EURECA - European

Underground Rare
Event Calorimeter
Array.

• Towards 1 tonne
target mass.

• EDELWEISS,
CRESST, ROSEBUD
and other groups.

• Multiple targets: Ge,
CaWO4 …

• 150 kg by 2015.
• 1 tonne by 2018.
• Co-operation with

SuperCDMS and
GEODM.

XENON 100

CDMSEDELWEISS

ZEPLIN III (
FSR)

100 kg – 1000 kg projections

EURECA

Ge, CaWO4, ...

150 kg 2015
1 ton 2018

Kudryatsev 2011
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Cherwinka et al 1106.1156

DM-ICE
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Figure 3: The curves show the sensitivity of hypothetical 500 kg-year exposures with varying total event rates (in cpd/kg/keVee). Shown are
two energy threshold scenarios. The left plot shows sensitivities with a 2 keVee experimental threshold. The right plot shows sensitivity with a
4 keVee threshold. The gray regions show the 90% (dark) and 99.7% (light) DAMA/LIBRA allowed regions for interactions with Na (masses of
⇠10 GeV/c2) and I (masses of ⇠100 GeV/c2). DAMA/LIBRA allowed regions are calculated without channeling.

for the time dependent rate shown in equation 3 remains
unchanged.

Experimental data are typically displayed using the
calibrated electron-recoil equivalent energy (keVee) be-
cause NaI cannot provide event-by-event discrimina-
tion between nuclear and electron recoils. Working in
the same units, we present results in two intervals in
electron-recoil equivalent energy: [2, 6] keVee and [4, 6]
keVee. To convert the energy ranges defined in the ex-
perimentally measured units into recoil energy for the
appropriate target nucleus, we use q = 0.3 keVee/keV
for Na recoils and q = 0.09 keVee/keV for I recoils,
where EkeVee = qErecoil and q is the quenching factor
taken from [39]. The energy threshold of 2 keVee is
chosen based on the analysis thresholds and trigger ef-
ficiencies achieved by previous experiments such as
DAMA/LIBRA [10] and NAIAD [17]. The higher
4 keVee threshold provides a comparison to a slightly
more pessimistic scenario. The upper bound is 6 keVee.
Above this, the rate for recoils, in a standard halo model,
drops well below the considered background rates of
0.5 � 5.0 cpd/kg/keVee. In order to compare to DAMA
data, we define the constant rate of events, N0, which is
the sum of the time-independent dark matter component
(R0) and the time-independent background.

The sensitivity is calculated by fitting equation 3 to a
simulated dataset containing no modulation signal in it
(null hypothesis). The simulated data are created by ran-
domly drawing events from a Poisson distribution with
mean given by N0. We report on several trials with N0

ranging from 0.5 to 5 cpd/kg/keVee. The value N0 = 0.5
corresponds to an optimistic goal of achieving a better
background rate compared to DAMA/LIBRA (N0 ⇡ 1).
The highest rate (N0 = 5) is characteristic of the back-
ground levels achieved by NAIAD [17]. To obtain a
representative statistical uncertainty, the total number of
thrown events corresponds to the average number ex-
pected for a 250 kg exposure over two years, integrated
over the experimental energy range. For a given value of
N0, the simulated experiment is performed for the two
energy intervals listed above.

A simple chi-square fit allows S 0 and S m to float
while keeping the frequency, !, and the phase, tc, fixed.
Under the assumption of a null result, the 90% C.L. up-
per limit to S m is calculated from the error returned on
the fit. The resulting sensitivities, in the form of 90%
C.L. upper limits to the spin independent cross-section,
are shown in Figure 3. For comparison, the calculated
DAMA/LIBRA 90% and 99.7% allowed regions, with-
out channeling [40], are also displayed on the figures.

The results demonstrate that low energy thresholds of
⇠2 keVee, or lower, are critical for obtaining adequate
sensitivity to constrain the DAMA/LIBRA allowed re-
gions. Figure 3 shows that with a 2 keVee threshold,
an experiment that has 5 times the DAMA event rate
(and hence ⇠5 times greater background) provides sig-
nificant constraints with two years of exposure. Con-
sidering the sensitivity curves for the higher threshold
scenario, it is clear that control of background becomes
more important. With a 4 keVee energy threshold, one

6

Checking the annual 
modulation without seasons!
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Interesting timesMay you live in interesting times
May you be noticed by powerful people
May you get what you wish
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