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The Modeler’s Mantra
This is the best available information, so it must be of value. This is the best available information, so it must be of value. 
Everyone knows the limitations. Everyone understands the implicaEveryone knows the limitations. Everyone understands the implications of these assumptions.tions of these assumptions.
This is better than nothing.   This is better than nothing.   
No one has proven this is wrong. No one has proven this is wrong. 
There is no systematic error, on average. The systematic errors There is no systematic error, on average. The systematic errors don't matter. don't matter. 
The systematic errors are accounted for in the post processing. The systematic errors are accounted for in the post processing. 
Normality is always a good first approximation. In the limit, itNormality is always a good first approximation. In the limit, it has to be normally distributed, at least approximately.has to be normally distributed, at least approximately.
Everyone assumes it is normally distributed to start with.Everyone assumes it is normally distributed to start with.
Everyone makes approximations like that.Everyone makes approximations like that.
Everyone makes this approximation. Everyone makes this approximation. 
We have more advanced techniques to account for that. We have more advanced techniques to account for that. 
The users demand this. The users will not listen to us unless weThe users demand this. The users will not listen to us unless we give them the level of detail they ask for.give them the level of detail they ask for.
We must keep the users onWe must keep the users on--board.board.
If we do not do this, the user will try and do it themselves.If we do not do this, the user will try and do it themselves.
There is a commercial need for this information, and it is  bettThere is a commercial need for this information, and it is  better supplied by us than some cowboy. er supplied by us than some cowboy. 
Refusing to answer a question is answering the question.Refusing to answer a question is answering the question.
Refusing to use a model is still using a model. Refusing to use a model is still using a model. 
Even if you deny you have a subjective probability, you still haEven if you deny you have a subjective probability, you still have one. All probabilities are subjective.ve one. All probabilities are subjective.
The model just translates your uncertainty in the inputs to yourThe model just translates your uncertainty in the inputs to your rational uncertainty in the future.rational uncertainty in the future.
Sure this model is not perfect, but it is not useless.Sure this model is not perfect, but it is not useless.
No model is perfect. No model is perfect. 
No model is useless if interpreted correctly.    It is easy to cNo model is useless if interpreted correctly.    It is easy to criticise. riticise. 
This model is based on fundamental physics. This model is based on fundamental physics. 
The probabilities follow from the latest developments in BayesiaThe probabilities follow from the latest developments in Bayesian statistics. n statistics. 
Think of the damage a decision maker might do without these numbThink of the damage a decision maker might do without these numbers.ers.
Any rational user will agree. Any rational user will agree. 
Things will get better with time, we are making real progress.Things will get better with time, we are making real progress.
You have to start somewhere.       What else can we do?         You have to start somewhere.       What else can we do?         It might work, can you deny that?It might work, can you deny that?
What damage will it do?What damage will it do?
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Predicting the unpredictable is a challenge that is common to various 
physical systems whose dynamics is governed by the equations of 
fluid dynamics. The oldest example is weather prediction and was 
developed since the 1950s by various people including the Norwegian 
meteorologist Ragnar Fjörtoft. Other examples include climate 
prediction, space weather forecast, and solar cycle forecast. The 
mathematics developed for these applications is extremely interesting 
and deserves more detailed understanding, so that these techniques 
can be used also in other areas where the application of this technique 
is less well developed. 

A major difference between weather forecasting and climate or solar 
cycle forecasting is the long time scale and an additional shortage of 
diagnostic data. Climate models are also more complex and involve 
coupling between atmosphere and oceans. Solar cycle modeling, on 
the other hand, is still only at a rather exploratory level. It was only 
recently that a proper data assimilation method using the so-called 
Ensemble Kalman Filter to take into account uncertainties of dynamo 
model and measurements has been used for solar cycle prediction 
However, significant progress is expected within the next few years.
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Internal (in)consistency… Model Inadequacy
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Which problem do you want to attack?

Maths      Physics          Forecasting        Decision
(Science)                                      Support

Linearity
Perfect Model Class
Stochastic/Deterministic
Probability Theory
Epistemology  
(Ethics)
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Things that interest me include:
Model Improvement (Imperfection errors, Pseudo orbits)

Model Evaluation (Shadowing)

Forecast Evaluation   (Scores and Communication)

Forecast Improvement (Model, Ensemble, Interpretation, Obs)

Nonlinear Data Assimilation (imperfect model, incomplete obs)  

Relevance of Linear Assumption  (Ensemble Formation and Adaptive Obs)

Decision Support (Value vs Skill, “Best available” vs “Decision Relevant”)

Relevance of Bayesian Way/
Probability Theory in Nonlinear Systems 
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Things that interest me:
Model Improvement (Imperfection errors, Pseudo orbits,Parameters)

K Judd, CA Reynolds, LAS & TE Rosmond (2008) The Geometry of Model Error. 
Journal of Atmospheric Sciences 65 (6), 1749-1772. 

LAS, M.C. Cuéllar, H. Du, K. Judd (2010) Exploiting dynamical coherence: A 
geometric approach to parameter estimation in nonlinear models, Physics Letters 
A, 374, 2618-2623

K Judd & LA Smith (2004) Indistinguishable States II: The Imperfect Model 
Scenario. Physica D 196: 224-242. 
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Things that interest me:
Model Evaluation (Shadowing)

L.A. Smith, M.C. Cuéllar, H. Du, K. Judd (2010) Exploiting dynamical coherence: 
A geometric approach to parameter estimation in nonlinear models, Physics 
Letters A, 374, 2618-2623 

LA Smith (2000) 'Disentangling Uncertainty and Error: On the Predictability of 
Nonlinear Systems' in Nonlinear Dynamics and Statistics, ed. Alistair I Mees, 
Boston: Birkhauser, 31-64. 
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Things that interest me:
Forecast Evaluation   (Scores)

J Bröcker, LA Smith (2007) Scoring Probabilistic Forecasts: The Importance of 
Being Proper Weather and Forecasting, 22 (2), 382-388. 

J Bröcker & LA Smith (2007) Increasing the Reliability of Reliability Diagrams. 
Weather and Forecasting, 22(3), 651-661.

A Weisheimer, LA Smith & K Judd (2005) A New View of Forecast Skill: 
Bounding Boxes from the DEMETER Ensemble Seasonal Forecasts, Tellus 57 (3) 
265-279.
LA Smith & JA Hansen (2004) Extending the Limits of Forecast Verification with 
the Minimum Spanning Tree, Mon. Weather Rev. 132 (6): 1522-1528.

MS Roulston & LA Smith (2002) Evaluating probabilistic forecasts using 
information theory, Monthly Weather Review 130 6: 1653-1660. 

D Orrell, LA Smith, T Palmer & J Barkmeijer (2001) Model Error in Weather 
Forecasting, Nonlinear Processes in Geophysics 8: 357-371. 
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Things that interest me:
Forecast Evaluation   (Communication)

R Hagedorn and LA Smith (2009) Communicating the value of probabilistic 
forecasts with weather roulette. Meteorological Applications 16 (2): 143-155. 

MS Roulston & LA Smith (2004) The Boy Who Cried Wolf Revisited: The Impact 
of False Alarm Intolerance on Cost-Loss Scenarios, Weather and Forecasting 19 
(2): 391-397.

N Oreskes, DA Stainforth, LA Smith (2010) Adaptation to Global Warming: Do 
Climate Models Tell Us What We Need to Know? Philosophy of Science, 77 (5) 
1012-1028
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Things that interest me:
Forecast Improvement

J Bröcker & LA Smith (2008) From Ensemble Forecasts to Predictive 
Distribution Functions Tellus A 60(4): 663. 

M S Roulston & LA Smith (2003) Combining Dynamical and Statistical 
Ensembles, Tellus 55 A, 16-30. 

K Judd & LA Smith (2004) Indistinguishable States II: The Imperfect Model 
Scenario. Physica D 196: 224-242. 



Nordica                  3 May 2011                            © Leonard Smith

Things that interest me:
Nonlinear Data Assimilation (im/perfect model, incomplete obs) 

H. Du (2009) PhD Thesis, LSE (online, papers in review)

Khare & Smith (2010) Monthly Weather Review in press

K Judd, CA Reynolds, LA Smith & TE Rosmond (2008) The Geometry of 
Model Error . Journal of Atmospheric Sciences 65 (6), 1749-1772. 

K Judd, LA Smith & A Weisheimer (2004) Gradient Free Descent: shadowing 
and state estimation using limited derivative information, Physica D 190 (3-4): 
153-166.

K Judd & LA Smith (2001) Indistinguishable States I: The Perfect Model 
Scenario, Physica D 151: 125-141.
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Things that interest me:
Relevance of Linear Assumption (Adaptive Obs)

I Gilmour, LA Smith & R Buizza (2001) Linear Regime Duration: Is 24 Hours a 
Long Time in Synoptic Weather Forecasting? J. Atmos. Sci. 58 (22): 3525-3539.

JA Hansen & LA Smith (2000) The role of Operational Constraints in Selecting 
Supplementary Observations, J. Atmos. Sci., 57 (17): 2859-2871.

PE McSharry and LA Smith (2004) Consistent Nonlinear Dynamics: identifying 
model inadequacy, Physica D 192: 1-22.
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Things that interest me:
Decision Support 

Probabilities vs Odds  (with Roman Frigg, in preparation)
Science for Decision Support (with Nick Stern, in preparation)
MS Roulston, DT Kaplan, J Hardenberg & LA Smith (2003) Using Medium Range 
Weather Forecasts to Improve the Value of Wind Energy Production, Renewable 
Energy 29 (4) 
MS Roulston, J Ellepola & LA Smith (2005) Forecasting Wave Height Probabilities 
with Numerical Weather Prediction Models, Ocean Engineering 32 (14-15), 1841-
1863. 
MG Altalo & LA Smith (2004) Using ensemble weather forecasts to manage utilities 
risk, Environmental Finance October 2004, 20: 8-9.
MS Roulston & LA Smith (2004) The Boy Who Cried Wolf Revisited: The Impact of 
False Alarm Intolerance on Cost-Loss Scenarios, Weather and Forecasting 19 (2): 
391-397. 
R Hagedorn and LA Smith (2009) Communicating the value of probabilistic 
forecasts with weather roulette. Meteorological Applications 16 (2): 143-155. 
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Things that interest me:
Relevance of Bayesian Way/

Probability Theory to Real Nonlinear Systems
LA Smith, (2002) What Might We Learn from Climate Forecasts? Proc. National 
Acad. Sci. USA 4 (99): 2487-2492.
LA Smith (2000) 'Disentangling Uncertainty and Error: On the Predictability of 
Nonlinear Systems' (PDF) in Nonlinear Dynamics and Statistics, ed. Alistair I 
Mees, Boston: Birkhauser, 31-64. 
DA Stainforth, MR Allen, ER Tredger & LA Smith (2007) Confidence, 
uncertainty and decision-support relevance in climate predictions, Phil. Trans. R. 
Soc. A, 365, 2145-2161. 

DA Stainforth, T Aina, C Christensen, M Collins, DJ Frame, JA Kettleborough, S 
Knight, A Martin, J Murphy, C Piani, D Sexton, L Smith, RA Spicer, AJ Thorpe, 
M.J Webb, MR Allen (2005) Uncertainty in the Predictions of the Climate 
Response to Rising Levels of Greenhouse Gases Nature 433 (7024): 403-406.

PE McSharry and LA Smith (2004) Consistent Nonlinear Dynamics: identifying 
model inadequacy, Physica D 192: 1-22.
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Definitions
Weather-like: decisions made very often, we can learn from mistakes.

large forecast-outcome library
“interpolation” in state space
nontrivial out-of-sample library
(some) user memory of pain

Climate-like: new information arrives very slowly
model lifetime << forecast lead time
extrapolation into the unobserved
strong contrarian pressures (well intended)
(sometimes) anti-science lobby

Ensembles: 
Monte Carlo sampling of  initial conditions and parameters in R M

Grand Ensembles: opportunistic constrained weird sampling 
of deployable model manifold in ???
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Smith (2002) Chaos and Predictability in Encyc Atmos Sci

Lyapunov Exponents Do Not 
Indicate Predictability!
Even with a perfect deterministic model, Even with a perfect deterministic model, the the 
futurefuture is, at best, a probability density function. is, at best, a probability density function. 

The limit of predictability reflects the The limit of predictability reflects the leadtimeleadtime
our forecast  PDF is our forecast  PDF is ““worseworse”” than climatology.than climatology.

And RMS forecast error is at best irrelevant. And RMS forecast error is at best irrelevant. 
McSharryMcSharry & Smith, PRL, (1999) & Smith, PRL, (1999) Better Better 
nonlinear models from noisy data: Attractors nonlinear models from noisy data: Attractors 
with maximum likelihoodwith maximum likelihood,,

What skill scores should we be using?What skill scores should we be using?
J J BrBrööckercker, LA Smith (2007) , LA Smith (2007) Scoring Scoring 
Probabilistic Forecasts: The Importance of Probabilistic Forecasts: The Importance of 
Being ProperBeing Proper Weather & ForecastingWeather & Forecasting, 22 (2), , 22 (2), 
382382--388.388.

Ignorance: Good, 1952; Ignorance: Good, 1952; MS MS RoulstonRoulston & LA & LA 
Smith (2002) Smith (2002) Evaluating probabilistic forecasts Evaluating probabilistic forecasts 
using information theoryusing information theory, , Monthly Weather Monthly Weather 
ReviewReview 130 6: 1653130 6: 1653--1660.1660.))
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Lyapunov Exponents Do Not Indicate 
Predictability!

C C ZiehmannZiehmann, LA Smith & J , LA Smith & J KurthsKurths (2000),(2000),
Localized Localized LyapunovLyapunov Exponents and the Prediction Exponents and the Prediction 
of Predictabilityof Predictability, Phys. , Phys. LettLett. A, 271 (4): 237. A, 271 (4): 237--251251..
LA Smith (2000) LA Smith (2000) 'Disentangling Uncertainty and Error: On the Predictability of 'Disentangling Uncertainty and Error: On the Predictability of 
Nonlinear Systems'Nonlinear Systems' in Nonlinear Dynamics and Statistics, ed. Alistair I in Nonlinear Dynamics and Statistics, ed. Alistair I MeesMees, , 
Boston: Boston: BirkhauserBirkhauser, 31, 31--64.64.

LA Smith, C LA Smith, C ZiehmannZiehmann & K & K FraedrichFraedrich (1999) (1999) Uncertainty Dynamics and Uncertainty Dynamics and 
Predictability in Chaotic SystemsPredictability in Chaotic Systems, Quart. J. Royal , Quart. J. Royal MeteorolMeteorol. Soc. 125: 2855. Soc. 125: 2855--2886.2886.

LA Smith (1997) The Maintenance of Uncertainty. Proc International School of 
Physics "Enrico Fermi", Course CXXXIII, 177-246, Societ'a Italiana di Fisica, 
Bologna, Italy. 

LA Smith (1994) Local Optimal Prediction. Phil. Trans. Royal Soc. Lond. A, 348 
(1688): 371-381. 
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““The advantage of confining attention to a definite group of abstThe advantage of confining attention to a definite group of abstractions, is that ractions, is that 
you confine your thoughts to clearyou confine your thoughts to clear--cut definite things, with clearcut definite things, with clear--cut definite cut definite 
relations. relations. ……
The disadvantage of exclusive attention to a group of abstractioThe disadvantage of exclusive attention to a group of abstractions, however wellns, however well--
founded, is that, by the nature of the case, you have abstractedfounded, is that, by the nature of the case, you have abstracted from the from the 
remainder of things.  ... it is of the utmost importance to be vremainder of things.  ... it is of the utmost importance to be vigilant in critically igilant in critically 
revising your  revising your  modesmodes of abstraction. of abstraction. 
Sometimes it happens that the service rendered by philosophy is Sometimes it happens that the service rendered by philosophy is entirely obscured entirely obscured 
by the astonishing success of a scheme of abstractions in expresby the astonishing success of a scheme of abstractions in expressing the dominant sing the dominant 
interested of an epoch.interested of an epoch.””

A N Whitehead. ScienA N Whitehead. Science and the Modern World. Pg 58/9ce and the Modern World. Pg 58/9

Fallacy of Misplaced Concreteness Fallacy of Misplaced Concreteness 

Probability forecasts based on model simulations provide excelleProbability forecasts based on model simulations provide excellent  realisations of nt  realisations of 
this fallacy, drawing comfortable pictures in our mind which corthis fallacy, drawing comfortable pictures in our mind which correspond to respond to 
nothing at all, and which will mislead us if we carry them  intonothing at all, and which will mislead us if we carry them  into decision theory.decision theory.

And today that is dangerous!And today that is dangerous!
You donYou don’’t have to believe everything you compute!t have to believe everything you compute!

Solar Physics: Data Assimilation or Model Intercomparison?
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Betting on the future voltage in this circuit. 

Model 1

Model 2



Nordica                  3 May 2011                            © Leonard Smith

Betting on the future voltage in this circuit. 

Model 1

Model 2
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Model 1

Model 2

Moore-Spiegel Circuit (by Reason Machette)
One Initial StateOne Initial State Another Initial StateAnother Initial State
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FForecasts busts in a Chaotic Circuitorecasts busts in a Chaotic Circuit

512 member ensembles512 member ensembles
Best known 1Best known 1--step modelstep model
512 step free running forecasts512 step free running forecasts

So wait until we know the So wait until we know the 
future, then look for model future, then look for model 
trajectories that trajectories that ““shadowshadow”” the the 
obsobs to within the noise.to within the noise.

(But what is noise, really?)(But what is noise, really?)
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There is no stochastic fix:
After a flight, the series of control 
perturbations required to keep a by-
design-unstable aircraft in the air look 
are a random time series and arguably 
are Stochastic.

But you cannot fly very far by specifying 
the perturbations randomly!

Think of WC4dVar/ ISIS/GD 
perturbations as what is required to 
keep the model flying near the 
observations: we can learn from them, 
but no “stochastic model” could 
usefully provide them.

Which is NOT to say stochastic models are not a good idea: 
Physically it makes more sense to include a realization of a process rather than it mean!
But a better model class will not resolve the issue of model inadequacy!

It will not yield decision-relevant PDFs!
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Definitions

Useful(1): log(p) scores much better than unconditioned distribution, µ
Useful(2): yields insight of use in making better policy decisions
Useful(3): enhances scientific understanding of the system

Wrong(1): empirically adequate (effectively perfect, wrong on a technicality)
Wrong(2): shadowing time long (useful forecasts: chaos per se not deadly)
Wrong(3): qualitatively dissimilar (useful for scientific understanding)
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Simple Geometric Approaches…
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Suppose we wish to distinguish two sets of simulations (say, stoSuppose we wish to distinguish two sets of simulations (say, storm/no rm/no 
storm); in terms of indistinguishable states, the AO question isstorm); in terms of indistinguishable states, the AO question is simply simply 
““Which observations are most likely to separate these sets?Which observations are most likely to separate these sets?””
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To do this, merely To do this, merely colorcolor the trajectories in each set, and determine the the trajectories in each set, and determine the 
observation in space and time (post observation in space and time (post ‘‘nownow’’) that is likely to yield the most ) that is likely to yield the most 
relevant information.relevant information.
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No linearization,No linearization,
No implicit perfect model assumption,No implicit perfect model assumption,
And the ability to update the AO in light of scheduled And the ability to update the AO in light of scheduled obsobs without without 
rerunning the simulations.rerunning the simulations.

A measurement along this line provides less informationA measurement along this line provides less information
for distinguishing blue from brown.for distinguishing blue from brown.
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Inside the perfect model scenario,  I know what I am looking for:

The model and the system are effectively identical.
There is a state (“Truth”) that is defines the future of the system.

In chaotic systems “Truth” is not identifiable given noisy observations.

The most likely state, given with observations (and the noise model) will 
fall in the set H(x), the indistinguishable states of x, which are in turn a 
subset of the unstable manifold of x.

Model Inadequacy and Data Assimilation

K Judd & LA Smith (2001) Indistinguishable states I: the perfect model 
scenario Physica D 151: 125-141

Even if you do not believe in the mathematical niceties of 
Indistinguishable States, if you are aiming to make decisions PDFs from 
ensembles, you must be targeting something similar! (No?)
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M=11M=11
(x,y,z,u,w,v(x,y,z,u,w,v……))

Lets make an ensemble!Lets make an ensemble!

ObservationObservation
ObsObs--CovarCovar MatrixMatrix
Unknown Manifold Unknown Manifold 
(existence proof only)(existence proof only)

What is a manifold? What is a manifold? 
““Utter and Senseless Destruction of Dynamical Information?Utter and Senseless Destruction of Dynamical Information?””
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t=0t=0

Now evolve the ensemble Now evolve the ensemble 
under the (perfect) model:under the (perfect) model:

Lets make an ensemble!Lets make an ensemble!
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t=1t=1

Do I really want to make a KF update?Do I really want to make a KF update?
--oror--

Can I use the fact that the model dynamics Can I use the fact that the model dynamics 
(stochastic or deterministic) trace out the manifold (stochastic or deterministic) trace out the manifold 
I know exists but cannot sample directly?!?I know exists but cannot sample directly?!?

Now evolve the ensemble under the (perfect) model:Now evolve the ensemble under the (perfect) model:

And get a new observationAnd get a new observation……
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How does this compare with En KF :Shree (student of JA))

Khare & LAS, in press MWR
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EnKF
Obs
ISIS

The ε-ball method

Consider a series of spheres
of radius ε (“ε –balls”) 
centred on “Truth.”

Count how many times each 
method “wins” by putting 
more probability mass within
ε of the “Truth” (as a 
function of ε) 
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EnKF
Obs
ISIS
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How does this compare with En KF (Du after Anderson)

Du (2009)

ISIS ensemble from 
the indistinguishable 
states of an estimate 
of x.
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With En KF in an M=12 Lorenz 96 system (Shree)

Khare & LAS, in press
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EnKF
Obs
ISIS

But the point here is that all the 
grey dots, the target for PDF 
forecasting, go away when the 
model is imperfect!

Given an imperfect model, we can test 
against additional observations in “now 
cast” mode, but the aim of a relevant (PDF) 
ensemble has vanished.
(and would be a function of lead-time if 
resurrected!)

(See Du’s thesis for much discussion and 
examples)
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So how does this work?
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Here is a trajectory Here is a trajectory 
segment of Lorenz 63segment of Lorenz 63
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(Ignore (Ignore obsobs))

The aim is to minimize the The aim is to minimize the 
mismatches simultaneously.mismatches simultaneously.

This is simply gradient This is simply gradient 
decent, in a N*M (=15) decent, in a N*M (=15) 
dimensional space, towards dimensional space, towards 
unique global minima unique global minima 
which form the trajectory which form the trajectory 
manifold.manifold.

After using them to define After using them to define 
the starting point, we ignore the starting point, we ignore 
the observations during the the observations during the 
(initial) decent.(initial) decent.
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Convergence toward a Convergence toward a 
trajectory.trajectory.

Once very close, the Once very close, the 
trajectory passing through trajectory passing through 
any point on the any point on the psuedopsuedo--
orbit can be used/contrastedorbit can be used/contrasted
with other trajectories.with other trajectories.
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Near Truth, but not Near Truth, but not 
TruthTruth
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The trajectory is near the The trajectory is near the 
natural manifold; the natural manifold; the obsobs
are not!are not!

(Near defined rather poorly (Near defined rather poorly 
using the noise model!)using the noise model!)

The trajectory is also near The trajectory is also near 
to (but different from) the to (but different from) the 
segment of truth that segment of truth that 
generated the obs.generated the obs.
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This is achieved by paying This is achieved by paying 
more attention to the more attention to the 
dynamics over the window. dynamics over the window. 
Statistical properties of the  Statistical properties of the  
trajectory from the trajectory from the 
observations are secondary.observations are secondary.

This proves remarkably This proves remarkably 
robust either:robust either:
-- when the model is perfectwhen the model is perfect
-- in highin high--dimensional spacedimensional spaces
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Suppose the observation 
at t=3 had been  
significantly in error. 

The shadowing filter can 
recover using 
observations from t=4 and 
beyond, in a manner that 
sequential filters cannot. 

In the shadowing filter, 
the mismatch at t=3 and 
t=4 is decreased by 
bringing the estimated 
state at t=3 back toward 
the model manifold
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the model manifold

Sequential filters do not 
have access to this 
multi-step information.
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In the shadowing filter, 
the mismatch at t=3 and 
t=4 is decreased by 
bringing the estimated 
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the model manifold

Sequential filters do not 
have access to this 
multi-step information.
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Now we need an Now we need an 
ensemble.ensemble.

Given that we can find 
one such trajectory near 
the obs, we can create an 
ensemble form the set of 
indistinguishable states 
of that (and similar) 
trajectories, and then 
draw from that set 
conditioned on how well 
each member compares 
with the observations.
(Judd & Smith, Physica D 
Indistinguishable States I, 2001 
Indistinguishable States II, 2004)

The aim of data 
assimilation in this case 
is an accountable 
probability forecast:
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How does this compare with En KF :Shree (student of JA))

Khare & LAS, in press MWR
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Deployed: m=2, m=18, T20/T21, NOGAPS
K Judd, CA Reynolds, TE Rosmond & LA Smith  (2008) The Geometry of Model Error . 
Journal of Atmospheric Sciences 65 (6), 1749-1772.
[74] J Bröcker & LA Smith (2008) From Ensemble Forecasts to Predictive Distribution 
Functions Tellus A 60(4): 663. 
Chemical Engineering Research and Design, 82(A), 1-10 SCI 4. Abstract
[66] K Judd & LA Smith (2004) Indistinguishable States II: The Imperfect Model Scenario. 
Physica D 196: 224-242. 
PE McSharry and LA Smith (2004) Consistent Nonlinear Dynamics: identifying model 
inadequacy, Physica D 192: 1-22. 
K Judd, LA Smith & A Weisheimer (2004) Gradient Free Descent: shadowing and state 
estimation using limited derivative information, Physica D 190 (3-4): 153-166.
LA Smith (2003) Predictability Past Predictability Present. In 2002 ECMWF Seminar on 

Predictability. pg 219-242. ECMWF, Reading, UK. 
D Orrell, LA Smith, T Palmer & J Barkmeijer (2001) Model Error in Weather Forecasting, 
Nonlinear Processes in Geophysics 8: 357-371.
K Judd & LA Smith (2001) Indistinguishable States I: The Perfect Model Scenario, Physica D 
151: 125-141.
L.A. Smith, M.C. Cuéllar, H. Du, K. Judd (2010) Exploiting dynamical coherence: A geometric 
approach to parameter estimation in nonlinear models, Physics Letters A, 374, 2618-2623 
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Thanks to Kevin Judd

Africa

Florida

S America

Thanks to Kevin Judd

“teleconnections of the day(s)”
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Mismatch Directions Reveal Model Error

K Judd, CA Reynolds, LA Smith & TE Rosmond (2008) The Geometry of Model Error . 
Journal of Atmospheric Sciences 65 (6), 1749-1772 
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When a model looks too good to be true…

You are not here!

… it probably isn’t.
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How would you design a “climate” model?

For decision support, the model has to run faster than real time.
The larger the lead time, the fewer ensemble members you can run to examine sensitivity.

What are you constrained by?
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We will quantify complexity in terms of a model’s run-time-ratio.
A model with run-time-ratio of 10 will  run 10x slower than the system 
being modelled.

(That is, it will take ten years to simulate one model-year.
Sometimes fine for science, never good from policy makers.)

This impacts ensemble size,  maximum lead time considered, and 
which phenomena to “include”.
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How would you design a climate model?

Complex models may not fit in current hardware, even if you know what you would build.
And the more complex your model, the fewer “simulation hours” you will have.

What are you constrained by?
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How would you design a climate model?

Requirements for model fidelity sets a lower bound on the complexity with lead time.
Almost always, the model is required to grow more complex at larger lead times.

What are you constrained by?
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Lead time
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How would you design a climate model?

Limits of current scientific/mathematical knowledge mean the model may prove inadequate. 
Following the financial sector, we will tolerate this as long as the Prob(Big Surprise) < 0.05

What are you constrained by?
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Prob(Big Surprise) > 1 in 200

be expected to
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How would you design a climate model?

The decision you take will depend on how these three curves lie.
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How would you design a climate model?
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Implied Uncertainty
(Knightian Risk)

Intractability Ambiguity
(Knightian Uncertainty)

What are the challenges we face with interpreting model simulations 
in different regions of this schematic?
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How would you design a climate model?

We need to be above the green line, below the red, and to the left of the blue.
So we could make a relevant 100 year simulation and have it a year from now.
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How would you design a climate model?
But in this case, this “100 year” model is out of our reach.
Of course we can build it anyway, call it “best available” knowing it is 
both best and irrelevant; and pass it on (saying clearly that Prob(B.S.)~1)
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Forecast
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Prob(Big Surprise) > 1 in 200

There is some danger 
in first picking the lead 
time “required.”

x

Then finding an 
accessible level of 
complexity

X And using ensembles to
estimate “uncertainty”
within an irrelevant 
model.
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Forecast
Lead time

Is designing the “art of the solvable” so different?
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Other than the fact that identifying a 
big surprise in this case means tenure!
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Where have we designed operational models?
A subjective view of operational weather (< 10 days), seasonal (< 18 months), 
GCM (<100 years) and hi-res Climate (< 80 years) models each fall.
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Decadal ForecastingDecadal Forecasting at global scales.at global scales.

Emma GMTEmma GMT

Back off on Back off on ““Laws of PhysicsLaws of Physics”” justification if post processing is required.justification if post processing is required.
Transparent forecast evaluation in empirical units of interest.Transparent forecast evaluation in empirical units of interest.
Careful (true) crossCareful (true) cross--validation. (And some validation. (And some arguablyarguably true outtrue out--ofof--sample)sample)
Quantitative documentation of historical forecasts (for Quantitative documentation of historical forecasts (for intercomparisonintercomparison))
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At what lead times do 
inadequacies in 
downstream flow (or 
precipitation) result in 
feedbacks with beyond 
local impacts?

One-way coupled regional 
models  cannot account for 
missing physics or inactive 
feedbacks. 

There are also less 
direct errors: 
Missing mountain 
ridges:

And resulting long term 
feedbacks (bio-feed backs, 
albedo, …)
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Obs

Anomalies: Misrepresentation and Confusion 

Post-processing removes the systematic error in each model.
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As we refocus from climateAs we refocus from climate--past to the climatepast to the climate--future, future, 
how do we cope with such systematic errors, even as how do we cope with such systematic errors, even as 
we work to reduce them? we work to reduce them? 

Obs

AR4 Simulations without 1900-1950 anomaly adjustment Ed Tredger, 2009

Anomalies may be fine for mitigation.
They are a nonsense for adaptation.

(and the laws of physics.)
(and biology.)

(Ice melts at  zero C, plants die at ….)
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One would be exposed to significant losses/costs if distributionOne would be exposed to significant losses/costs if distributions which are s which are 
not decisionnot decision--support relevant probabilities are interpreted as if they were.support relevant probabilities are interpreted as if they were.

The IPCC itself might say this a bit louder/earlier.The IPCC itself might say this a bit louder/earlier.

This risk of overconfidence  is well 
known and well founded.

LA Smith, (2002) What Might We Learn from Climate Forecasts?
Proc. National Acad. Sci. USA 4 (99): 2487-2492 
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And if one must give numbers, include the 
probability of model irrelevance with lead time.
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If precip over the Amazon (or Okeefenokee) is badly 
simulated, the biomass will be badly simulated, this 
missing/extra feedback may lead to model 
irrelevance… First local, then global. 
Timescales for such things may be sound science!

No scientific forecast is
complete without one.
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Where did we get the idea of model-based PDFs?
What about insight and understanding (without PDFS)

When did the idea that climate models could provided quantitative insight 
regarding the probability of future worlds come about?
Was it a philosopher who suggested (or failed to deprecate) this idea?

Mechanisms == Insight
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Moving Forward:
Plausible Planets or Implausible Earths?

How can we best develop our models as the available 
computational power increases?

A) Simulate potentially real planets that get more and more 
Earth-like while omitting any Earth-relevant process for which the 
model cannot provide coherent physical drivers on Earth-like 
scales. (no suggestion of linear superposition intended!)  

Does water vapour come after mountains?
Does vegetation come after water vapour?
Do we avoid the penguin effect? (until it is simulated realistically)

B) Via an hodgepodge of unphysical/unbiological simulations 
resembling no planet that could possibly exist, but “including”
every phenomena we can think of that might be important 
(including penguins), and hoping the simulated planets will 
suddenly become Earth-like at some resolution in an ill-defined 
higgledy-piggledy way.

One might argue physical intuition is more effective in evaluating 
plausible planets, as there is physics to intuit in that case. (and 
at least a few examples.)
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Watch out for the Penguin Effect
The challenge of climate change will be with us for 
some time.

Can we maintain parallel streams: pure research to 
apply in 2050, and applied research to improve the 
modelling position we are in when we get there?

When selecting a thesis problem: do you suggest  
something important, like understanding cloud 
dynamics (better)?

Or to be the first person in the world to include the 
penguin effect in a global model? (and thereby all 
but assured a job at a rival modelling centre?)

(Similar effects plague economics and statistics)

THERE IS NO PENGUIN EFFECT
(My prior on this effect is zero)
It is a joke regarding climate, 

but sadly not career paths!
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The basic insight here is not new

Fitzroy, 1862

?What year did climate prediction move beyond understanding to q?What year did climate prediction move beyond understanding to quantitative forecasting?uantitative forecasting?



Nordica                  3 May 2011                            © Leonard Smith
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Ensembles Members In Ensembles Members In -- Predictive Distributions OutPredictive Distributions Out
(1) Ensemble Members to Model Distributions(1) Ensemble Members to Model Distributions

.  .  ... .   . … . . . ….. . . . .. .  . Pclim=∑ K(oi)/nclim

nclim

i=1

P1(x)= ∑ K(x,si
1)/neps

neps

i=1

K is the kernel, with parameters σ,δ (at least)

One would always dress (K) and blend 
(αα) a finite ensemble, even with a 
perfect model and perfect IC ensemble.

Kernel & blend parameters are fit 
simultaneously to avoid adopting a wide 
kernel to account for a small ensemble.

Forecast busts and lucky strikes remain a major problem when the archive is small.
J Bröcker, LA Smith (2008) From Ensemble Forecasts to 
Predictive Distribution Functions Tellus A 60(4): 663. 
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α

Ensembles Members In Ensembles Members In -- Predictive Distributions OutPredictive Distributions Out
For a fixed ensemble size For a fixed ensemble size α decreases with time

M1 =α1 P1 + (1-α1)Pclim

1

Pclim

P1

Lead time

1  -

½ -

0  -

Even with a perfect model and 
perfect ensemble, we  expect α to 
decrease with time for small neps

Small :: neps << nclim

And if α1 ≈ 0, can there be any 
operational justification for 
running the prediction system.

J Bröcker, LA Smith (2008) From Ensemble Forecasts to 
Predictive Distribution Functions Tellus A 60(4): 663. 
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Demonstrations of local skill against climatology Demonstrations of local skill against climatology 
on EQUIP timescales (months). on EQUIP timescales (months). 

du, four graphs of du, four graphs of ninonino 3.43.4
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The ε-ball score is not “Proper”

IGN = -log(p(X))                               Good(1952)

S(p(x), X) = ∫p(z)2 dz – 2 p(X)   ???? first

Ignorance and the proper linear score are proper scores, but 
require first dressing and blending the ensemble.

The ε-ball score is not proper, but when one method wins 
decisively, it has the advantage of evaluating the ensemble 
directly.

What other alternatives might you suggest?

J Bröcker, LA Smith (2007) Scoring Probabilistic Forecasts: On the Importance 
of Being Proper Weather and Forecasting 22 (2), 382-388 
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How would you design a climate model?
Suppose a newly rich nation rang up your philosophy department 
and asked for assistance in designing a new “Earth Systems” model 
from scratch. A philosophically sound model.
How complicated/complex a model should you attempt?
How will you communicate your results?
You would still face some constraints, although money is no object!

You can use the best computer technology of 2011
You can use the best scientific understanding of 2011
You can provide uncertainty information, even PDFs.      (Numerate user)
You can provide information as far into the future as you can provide information.
Guidance is needed “quickly”, but the exact cost of delay is part of the project!

You are not constrained by:
•Legacy code
•Legacy domain specialists
•Blatant Political Interference

What are you constrained by?
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Why is this difficult in climate science?

Define Climate
See how models grow
Ask what is in the science already
Look at what an ensemble really does
Ask how to plug leaking probability mass!
Illustrate danger of post-processing for presentation.
Aiming for insight
Alternative paths forward
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You do not expect to get the You do not expect to get the ““average weatheraverage weather”” every day!every day!

Climate is what you expect,Climate is what you expect,

What is climate?
Weather is what you get.Weather is what you get.

Robert Heinlein (1973)Robert Heinlein (1973)

Climate is a distribution of multivariate time series!  Climate is a distribution of multivariate time series!  
(It(It’’s not just a number or two)  s not just a number or two)  
And for policy and (most) decision support:And for policy and (most) decision support:
““All Climate is LocalAll Climate is Local””

See also Radio 4’s GQT!
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Definition of
Climate
Changed!

This definition more 
or less rules out 
many physically 
interesting “extreme 
events” a priori.

http://amsglossary.allenpress.com/glossary/search?id=climate1
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What do you include in your big model?
Climate Science must do this, taking care to avoid “over-parameterizationing”

Merely Include?
Or realistically simulate?
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http://www.metoffice.gov.uk/climatechange/guide/what/

What will your big model add?

1924
?Confidence?
?Insight?
?Numbers per Postcode?
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Another problem I cannot solve: Area 51 issues. 
Ensembles yield diversity info within the model!…

What are these?
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Leaking Probability

I am running a large ensemble under one model which can only be 
adequate under certain general conditions.

(Like the linear approximation to σT4, changes in sea ice)

As I extrapolate to 2100, 20% of my models first venture into some 
known-to-be-unphysical regions, and then crash.

How do I account for this probability mass when speaking to a 
policy maker?

Can model diversity be connected to uncertainty in the future?
How?
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In this

http://www.globalchange.gov/images/cir/pdf/20page-highlights-brochure.pdf

http://www.ipcc.ch/publications_and_data/ar4/wg1/en/figure-spm-4.html

Statistical post-processing: These are anomalies, not temperatures.
Parameterization of cloud formation is a bit of a distraction when   
we are missing two kilometre tall walls of rock…
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Perhaps we might aim for Insight and  
not numbers when the model is wrong?

Policy-making tracks actions by people to impacts on people: our models
are but a small piece of that chain. 

Communicating plausible outcomes and the limits of our understanding 
are more valuable than model-based probabilities, when the model is 
wrong. And, of course: all models are wrong.

Scientific Speculation can be of great value to policy makers, given with 
all the qualifications required to make the scientist comfortable.

(How did we get comfortable NOT doing this with model-based 
speculation?)



Nordica                  3 May 2011                            © Leonard Smith

Other Questions

Nonlinearity
Signal and Noise; Natural variability and climate.

What is the model? Equations+code+compiler+machine?
Which perfect parameterizations could we not drive well -> timescale 

Accuracy: Evolution (chaos), Driving Feedbacks (known), Feedbacks (unknown)

Policy Targets: “A 50% chance of less than 2 degree warming

Can we get necessary, never sufficient, tests of model relevance?

Extrapolation: there is no “out of sample” test.
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A model might be dangerous if it…

…looks too good
…can sell newspapers
…is required for important decisions
…statistical post-processing is obscured
…is sold on in-sample tests
…is applied to extrapolation
…is nonlinear and evaluated with RMS
…looks too good to be true
…the one who made it thinks it might be
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July 19,2002

Watch out for the Penguin Effect
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If you examine how meteorologists promoted weather forecasting iIf you examine how meteorologists promoted weather forecasting in n 
the 60the 60’’s, it was based on aiding understanding and guidance. s, it was based on aiding understanding and guidance. 

PlatzmanPlatzman (1962)(1962)
If you examine how meteorologists promoted climate modelling in If you examine how meteorologists promoted climate modelling in the the 
8080’’s, it was based on aiding understanding and guidance.  s, it was based on aiding understanding and guidance.  

ManabeManabe & & WetherallWetherall (1975) (1975) &c&c

NWP became decisionNWP became decision--relevant only after it aided, then surpassed relevant only after it aided, then surpassed 
statistical forecasting, in real time.statistical forecasting, in real time.

By construction, Climate prediction cannot demonstrate skill outBy construction, Climate prediction cannot demonstrate skill out--ofof--
sample! But if it fails in fair tests against statistical methodsample! But if it fails in fair tests against statistical methods ins in--sample, sample, 
it might be well advised to return to it might be well advised to return to ““aiding understanding.aiding understanding.””
?What year did climate prediction move beyond understanding to q?What year did climate prediction move beyond understanding to quantitative forecasting?uantitative forecasting?

Credibility and Obfuscation Credibility and Obfuscation (ESPN)(ESPN)
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Overview(1)
Climate GCMs are large nonlinear models.

Robustness of warming to model structure is a plus.

It is a nonsense to assume anomalies are informative for local details
(if the laws of physics respected such transformations, 
we would not need such big nonlinear models: water freezes at…)

Is it not a nonsense to assume such models can be scientifically 
informative on time scales where local feedbacks are nontrivial?

Presenting anomalies in such misleading ways begs misinterpretation.
(not to mention risking our credibility)

So what are we to do given such large systematic errors?
1) Aim for insight, not numbers.
2) Quantify the probability of model irrelevance (with lead time).
3) Demonstrate that they can, in fact, shadow the obs. (after projection)
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Are Projections
just Predictions?

Hadley Centre
for Climate Predictions and Research

http://www.metoffice.gov.uk/publications/HCTN/HCTN_20.pdf

All predictions are 
conditioned on something(s); 
if we ran2011 models in 2050 
would they admit shadowing 
trajectores?
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As we move to smaller spatial scales, when, where and at what As we move to smaller spatial scales, when, where and at what 
leadlead--times will simulation models lose their relative skill?times will simulation models lose their relative skill?

As more and more statistical models are tested, how do we As more and more statistical models are tested, how do we 
quantify the statistical significance of the nquantify the statistical significance of the nthth model?  model?  

(What level of performance can we expect in real time?)(What level of performance can we expect in real time?)

Good experimental design is required (i.e. specifying the order Good experimental design is required (i.e. specifying the order 
of locations examined) if statistical significance is to be assiof locations examined) if statistical significance is to be assigned gned 
to local predictions.   to local predictions.   

(Scanning the globe for regions of skill is a nonsense)(Scanning the globe for regions of skill is a nonsense)
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“Control Runs”

In this
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Controls 

In this
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“Pink Runs”
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What do we do given such systematic errors?
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That would be 1937

Climate change detection, and forecasting (1937)
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Fitzroy, 1862


