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Centre for Computational Science:
“Advancing science through computers”

Computation/computational science/computer science is central to modern

science. /\

Computational infrastructure both empowers and circumscribes much of
what is scientifically achievable.

Serial P. V. Coveney and R. R. Highfield, Frontiers of Complexity (1995)
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Centre for Computational Science

Advancing science through computers
 Computational Science
« Algorithms, code development & implementation

 High performance, data-intensive & distributed
computing

* Visualisation & computational steering

 Condensed matter physics & chemistry, materials & life
sciences

« Translational medicine, e-Health & VPH — “data deluge’;



 The UCL Centre for Computational Science

« Computational Biomedicine Case Studies

» Medical Data Storage and Security issues

* The Virtual Physiological Human initiative

* EU e-Infrastructure Projects for Biomedical Data
Processing

 Conclusions 5



Patient-specific medicine

« ‘Personalised medicine’ - use the patient’s genotype/phenotype to better
manage disease or predisposition towards a disease

« Tailoring of medical treatments based on the characteristics of an
individual patient

Why use patient-specific approaches?

« Treatments can be assessed for their effectiveness with respect to the
patient before being administered, saving the potential expense and
trauma of multiple/ineffective treatments

Patient-specific medical-simulation

« Use of genotypic and/or phenotypic simulation to customise treatments
for each particular patient -- computational modelling can be used to
predict the outcome of courses of treatment and/or surgery



Case study | : Grid Enabled
Neurosurgical Imaging Using Simulation

The GENIUS project aims to model large scale patient specific cerebral
blood flow in clinically relevant time frames

Original objectives:

« To study cerebral blood flow using patient-specific image-based models.

* To provide insights into the cerebral blood flow & anomalies.

* To develop tools and policies by means of which users can better exploit
the ability to reserve and co-reserve HPC resources.

* To develop interfaces which permit users to easily deploy and monitor
simulations across multiple computational resources.

« To visualize and steer the results of distributed simulations in real time



Clinical Supercomputing
Diagnosis and decision support in surgery

* Provide simulation support from within the operating theatre
for neuroradiologists

* Provide new information to surgeons for patient
management and therapy:

1. Diagnosis and risk assessment
2. Predictive simulation in therapy

* Provide patient-specific information which can help plan
embolisation of arterio-venous malformations, coiling of
aneurysms, etc.




GENIUS clinical work flow

Book computing resources in advance or have a
system by which simulations can be run urgently.

Shift imaging data around quickly over
high-bandwidth low-latency dedicated links.

Interactive simulations and real-time
visualisation for immediate feedback.

MRI, CT X-ray data

aquisition
Planning experiments, _ .
Advanced reservations 15-20 minute
and job scheduling turnaround

Definition
of new boundaries

Creation of 3D

model, specification

of boundaries,
pressures and velocities

Interactive 9
visualisation



Case study Il : Patient-specific HIV drug therapy

HIV-1 Protease is a common target for HIV drug therapy

* Enzyme of HIV responsible for

protein maturation Monomer B Monomer A
: : - 101 -199 1-99
» Target for Anti-retroviral Inhibitors .
« Example of Structure Assisted Glycine - 48, 148 / >
Drug Design PP ~—)
* 9 FDAinhibitors of HIV-1 protease A~ W

o

So what’s the problem?
 Emergence of drug resistant

mutations in protease IS ,
« Render drug ineffective P2 Subsite Catalytic Aspartic
* Drug resistant mutants have [ “‘"v\ACIdS - 25,125
emerged for all FDA inhibitors Leucine - 90, 190  C-terminal N-terminal

EU FP6 ViroLab project, EU FP7 CHAIN & VPH-SHARE projects

P. M. A Sloot, P. V. Coveney et. al., "HIV decision support: from molecule to man", Phil. Trans. R.
Soc. A., 367, (1898), 2691-2703, (2009). 10
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- High-level resistance

- Intermediate resistance

[:I Low-level resistance
Contributes to resistance

|:] No Resistance

x| Hyp itivity

318F ] I [ ]

- High Level Resistance
- Intermediate Resistance
l:] Low-Level Resistance
:l Contributes to Resistance

:’ No Resistance
‘I’ Hypersensitivity

Too many mutations to
interpret by a clinician
Support software is used to

interpret genotypic assays
from patients

Uses both in vivo and in
vitro data

Is dependent on

— Size and accuracy of in
vivo clinical data set

— Amount of in vitro
phenotypic information
available - e.g. binding
affinity data
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Binding of saquinavir to wildtype and resistant
HIV-1 proteases L90M and G48V/L90M

A ' ' A R R
Thermodynamic decomposition 20 =G4SWL%M .
» explains the distortions in enthalpy/ 3 Casy
entropy balance caused by the PR . .
L90M and G48V mutations
g 12— L —
» absolute drug binding energies are : | ’
in excellent agreement (1 — o L AL N Mottt |
1.5kcal/mol) with experimental gL LM Gezon | |
values I o
15 ey
. Data-driven, data intensive, high B MPBSA calcuated bnding evergies (keabine) 7

performance computing challenge
Applications used include:

NAMD, CHARMM, AMBER...

Rapid and accurate prediction of binding free energies for saquinavir-bound HIV-1 proteases.
Stoica |, Sadiq SK, Coveney PV. J Am Chem Soc. 2008;130(8):2639-48.
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Binding affinity — data intensive workflow

Molecular Mechanics Poisson-Boltzmann Surface Area (MMPBSA) &
Entropy Calculation

PDB

Forcefield

Generic Topology

I_l_l

Simulation-Ready Model

[

Binding Free Energy
Data

Enthalpy Calculation

Entropy Calculation

Production Trajectories

t

t

t

Eqn

ANATANA

Sim 1

Sim2

Sim3

t

Simp

NN\

Applications used include: NAMD, CHARMM, AMBER...




Automation of binding affinity calculation

Aim is to provide tools that allow simulations to be used in a clinical context

Require large number of simulations to be constructed and run automatically
— To investigate generalisation
— Automation is critical for clinical use

Turn-around time scale of around a week is required
Trade off between accuracy and simulation turn around time

Binding Affini’*)alculator (BAC)

A distributed automated high throughput binding affinity calculator for HIV-1
proteases with relevant drugs

S. K. Sadiq, D. Wright, S. J. Watson, S. J. Zasada, |. Stoica, lleana, and P. V. Coveney, "Automated Molecular
Simulation-Based Binding Affinity Calculator for Ligand-Bound HIV-1 Proteases", Journal of Chemical Information

and Modeling, 48, (9), 1909-1919, (2008), DOI: 10.1021/ci8000937. "



Case study lll: Patient specific lung cancer
therapies

EGFR mutations arising in lung cancer

* Over expression of
Epidermal Growth Factor
Receptor (EGFR) is
associated with cancer

« Target for inhibitory drugs

* Important mutations
include deletions

« Again binding affinity
calculations can be used

to determine mutational
effects

EGFR Tyrosine Kinase Domain

Applications used include: NAMD, CHARMM, AMBER, DESMOND, ... 15



Biochemical level simulator

Simulator: a decision support software to assist clinicians for cancer treatment,
and to reliably predicts patient-specific drug susceptibility

O )
=. Q
-
2 =
5 35
Q@
~\ gm) Qh
1 =
Simulator as a blackbox Tl 0 Q
ol S\

Wild-type & mutants

Blackbox: a clinician doesn’t need to know anything about the
simulator.

Applications used include: NAMD, CHARMM, AMBER, DESMOND, ... 16



Ranking of Binding Affinities
a) b)

— N L ot
Gefitinib: 34 |- Correlation coefficient: 0.98 [ Correlation coefficient: 0.92 T {.34
a) Calculated results are strongly Geﬁtinib.G719SE
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valt:etg in all cases but L858R | %Geﬁﬁnﬂ,_msk _ R
mutation. T - R R
b) The L858R mutation is well § ..’IGeﬁﬁﬂib-WT T §
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& AEE788: % i sk Gefiinib-L858R i - %
Binding affinity can be ranked for: ) -
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S. Wan, P. V. Coveney, "Rapid and accurate ranking of binding affinities of epidermal growth factor receptor
sequences with selected lung cancer drugs”, J. R. Soc. Interface 8.114-1127, (2011), DOI: 10.1021/ci800093717
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Medical Data Storage Issues

* Medical data comprises many types

— Medical imaging (MR, CT, etc..) in various formats (e.g. JPEG,
DICOM, .xis files, ...);

— Pseudo-anonymised patient information (therapy details, follow up
diagnosis, treatments, EHR, etc.)

— Genomic, DNA, RNA, protein/proteomics data, etc.
 How to store the above heterogeneous data in one environment?

* How to interface with the various types of data? Understand and
use the data (interoperability)

 How to deal with the large size of data resulting from complex
simulations, e.g. terabytes and petabytes?
 How to acquire and transfer medical data from resource providers

— Burn anonymised data on CDs/DVDs and pass them on to researchers
vs electronic transfer from provider to data storage directly?

— Network connectivity for large simulations and data movements

19



Security /Legal / Ethical issues

Data breach is the unauthorized acquisition, access, use, or
disclosure of protected health information.

Complying with legislation: .
UK Data Protection Act 1998 .
 EU Health Directive
« Patient Confidentiality

Seamless and secure access to

shared data

Usability of security mechanisms

that enable access to shared data

Information assurance
« Who did what and when?

Patient Consent
Research Ethics
Anonymisation
Incident Management
Archiving

Authentication, Authorisation,

Availability, Integrity and Auditing

“Centralised” vs “federated” vs “cloud” storage
— Ownership of data, compliance, what are the applicable laws and

regulations governing the data ? Auditing in the cloud?

20



Data loss: bad reputation, penalties
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Several laptops 'missing' from NHS North
Central London

Top Stones

Greek PM to form new
¥ government

UN report condemns Syrian actions
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Observers viewing lunar eclipse
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Thousands of patients' records lost as laptops go missing

Several non-encrypted laptops have gone missing, and one has
been reported stolen, from NHS North Central London.

Related Stories 4
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ACD: Usable Security Solution for Accessing
Grid Environment and Shared Medical Data

 Audited Credential Delegation (ACD) is a security
solution that provides :

— Alterative authentication methods to certificate based
approach. Current prototype supports username/
password mechanism; Shibboleth is underway (expected
release Oct 2011).

— "Hides” the X.509 digital certificate from the end-user; it
does not replace it!

— Authorisation based on parameterised Role Based
Access Control
— Auditing
Haidar A. N., Zasada S. J., Coveney P. V., Abdallah A. E., Beckles B., Jones M. A. S.

Audited Credential Delegation: a usable security solution for the virtual physiological human22
Toolkit. Interface Focus 1, 462-473, 2011.



ACD status

« Currently implemented as a security extension to the
Application Hosting Environment (AHE2.0)
middleware:

» Tested and Deployed on XSEDE, EGI and PRACE

* Combination of ACD+AHE is currently on the
Science Gateways list of XSEDE

« Enables construction of VOs that enable scientists to
run pre-configured applications/workflows on remote
grid resources using familiar credentials such as

username-password. s



AHE+ACD Server

Construction of VO

[1] task, u,,pw,

AHE client |

% [11] result

End-user

Scientist

EGI myproxy Server

[7] Upload proxyA
\ [9] Downloa

proxy

[10] proxy & run Task pn

'lA
LLAS

Auditi i Credential Reposito
uditing Service P ry [6] generate proxy AHE Server
Audit Log . _
Certificate ==p Key +€ >
Records who [8] get proxy @
accessed what, Proxy mep. Key username/password
when, from Proxy se=p UserlD
where, and :
T orlD Submit Job

rojectName w=p Us
S\E&igctName —>Certif£al.aP

[4] record Granted/Denied

[2] record
success/Fail

Authentication Service

UserRole: UserlD == [Role]
RolePermission: Role ==p[Task]

Local database

Kerberos

[5] task

Application
(\4 1
Monitor Joh
Application
2

S

Cancel Job

(‘A

Shibboleth

[3] task, u,

Note: All communication between AHE Client, AHE Server,
myproxy server and Grid resources uses HTTPS.

Download results

> Application
n

(‘A
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ACD: Setting up a Virtual Organisation

Setting up virtual organizations (VOs) for a specific
purpose.

Requires acquiring certificate for the VO group in the usual
involved way by an expert-user (the admin of the group).

Users don’t know or care about this at all.

New Project

Create New Project

Project Details
Project Na... |DIESA J

Description ’EU Grid Project

Start Date 010142007 |

End Date 1010142012 |

Add ProjectCertificate

Project Certificate Location P12 IC:ICerﬁalinhaidarCert.p“l 2 | [ ]
P12 Certificate Password [ ooooooo |
Cancel Save

25




The Application Hosting Environment

AHE is a tool for building Science Gateways — currently used
at UCL to provide a gateway for our users

 Based on the idea of applications as stateful RESTful
services

« Lightweight hosting environment for running unmodified
applications on grid and local resources

« Community model: expert user installs and configures an
application and uses the AHE to share it with others

« Simple clients with very limited dependencies
* No intrusion onto target grid resources



AHE: Bridging the Gap
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AHE & ACD Usability Study

- Usabllity: we have completed a comprehensive
usability study that involved:

— Comparing AHE+ACD (GUI), AHE (GUI) and UNICORE GUI,
AHE command line and Globus TK command line

— 40 users from different UCL departments (Physics, Computer
Science, Medical school, Business School, Chemistry, Cancer
Institute, Law School)

— Task: run a simulation on Grid (NGS) using the above
middlewares and use credentials given to users (username/
password, X509 Certificate)

— Result: AHE+ACD scored best in respect of:
* Time needed to run the task
« Ease of configuring the tool

« Ease of running the whole task

S. J. Zasada, A. N. Haidar, and P. V. Coveney, “On the Usability of Grid Middleware and Security
Mechanisms”. Phil. Trans. R. Soc. A, 2011, 369 (1949) 3413-3428; do0i:10.1098/rsta.2011.0131
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Individualized MEdiciNe Simulation

Environment - IMENSE
« AiIms
— Central integrated repository of patient data for project
clinicians & researchers
— Storage of and audit trail of computational results
— Interfaces for data collection, editing and display

— Provides a data environment for
* Integration of multi-scale data
» Decision support environment for clinicians

 Critical factors for success and longevity
— Use Standards and Open Source solutions
— Use pre-existing EU FP6/FP7 solutions and interaction with
VPH-NoE Toolkit

S. J. Zasada et al., “IMENSE: An e-Infrastructure Environment for Patient Specific Multiscale Modelling and
Treatment, Journal of Computational Science, In Press, Available online 26 July 2011, ISSN 1877-7503, DOI;
10.1016/j.jocs.2011.07.001. 30



IMENSE: Integrating the components

Clinical PACS, ig‘é ML WorkSiow
DoctorFye, etc. choh XML etc.’ editing tools
‘ »
space | | 4
- - Web interface i B
r ) A A A
v v v
pgSQL File GSEngine,
*| PACS1 web e
ConraCancrum database server services
servers f \ “ x
Radiological Patient clinical Annotated &
imaging data, DICOM, segmented images, +
image, file & microarray,
simulated results  histopathological and AHE
metadata simulation files 4
v
HPC
infrastructure Grid
resources

S. J. Zasada et al., “IMENSE: An e-Infrastructure Environment for Patient Specific Multiscale Modelling and
Treatment, Journal of Computational Science, In Press, Accepted Manuscript, Available online 26 July 201131

ISSN 1877-7503, DOI: 10.1016/j.jocs.2011.07.001.



IMENSE: Interacting with data

Patient timeline view
View Edit Track
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Securing Access to Patient Data

using ACD

Internet

Username, password, task

Scientist

Firewall

Audit Log

Records
who
accessed
what,
when, from
where, and
outcome

Checks username
and password

against a
Database

Authentication
Server

failure
I

Auditing Service

Authentication Service

Scoring

Functionalities

2

Run workflows

upload

)

Data modellin

B

Result from

Functional System

Data preview

D!

Segmentation
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)

Clinical
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Results
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Images
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Images
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Glioma Workflow Scenario using various
patient data stored in IMENSE
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Virtual Physiological Human (VPH)

« €207M initiative in EU-FP7

« Aims
« Enable collaborative
investigation of the human body Organism
across all relevant scales. Organ
* Introduce multiscale Tissue
methodologies into medical and Cell
clinical research Organelle
 The VPH framework is: Interact_lon
Protein
« Descriptive Cell Signals
* Integrative Transcription
* Predictive Gene
Molecule

S\ €& oo
TVNMK st o 26



size

Large scale data & computing

Organism g

cellular -

3

sub-cellular  p=

Ll

Clinical data
Patient characteristics, age, gender, treatment,
outcome, acute toxicity, late effects, ...

Imaging and segmentation data

CT, MR, Positron Emission Tomography, ...
Functionality

Kidney function, ...

Histopathology
Immunoassaying, in situ hybridization, cellularity, proliferation, ...

Immunology, Cvtoaenetics
circulating tumour cells
stem cells

DNALevel === sequencing, epigenetic profiling, array CGH
RNALevel  wewedp MIRNA profiling, gene expression profiling
Protein Level wegp Tumour specific auto-antibody profiling, proteomics

Models are built for use in clinical
decision support

results are needed in a timely
fashion.

It is necessary to have the
possibility of seamlessly “plugging
in” resources for parallel and large
scale computing “here and now”

— petascale computing is needed
to perform e.g.:
 drug binding affinity
determination
» blood flow through tumours

Gratis via VPH-NoE supervised
VPH Virtual Community allocations
of time on PRACE

Seamless access and integration of distributed, heterogeneous data
in a data warehouse repeatedly over time (= 200 GB / patient and time point) 37



VPH NoE

Specifically, the VPH NoE.:

 Has identified user needs, defined standards,
ontologies and applications; in the advanced stage of
developing the VPH ToolKit

* Is in process of developing VPH training activities and
materials: Joint advanced degree programme,
interdisciplinary study groups, focused journal issues,
textbook

* Is providing research/news dissemination services and
international EU/international networking

« VPH2012 Integrative Computational Biomedicine, 18-20
Sept 2012

Project Coordinator: Vanessa Diaz-Zuccarini / Miriam Mendes (UCL)
Pl & Scientific Coordinator: Peter Coveney (UCL)

http://www.vph-noe.eu 38



Virtual Physiological Human

- 30 projects: 1 NoE, 5 IPs, 22 STREPs, 3 CAs.
- 12 new FP7 projects in 2011
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P-MEDICINE: From data sharing and integration

via VPH models to personalized medicine /> medicine
Generic multi-level disease modeling ?d
# = ﬁ = Multi-scale therapy
Disease 0N Disease ST Disease ‘ predictions/disease
Modelling at the Modelling at the #».§1{ Modelling at thej evolution results
molecular Level cellular Level tissue/organ
Level

* Predictive disease modelling
« Exploiting the individual data of the patient in federated data warehouse

* Optimization of cancer treatment (Wilms tumor, breast cancer and acute
lymphoblastic leukemia)

» Infrastructure supports: .
— generic seamless, multi-level data integration http://www.p-medicine.eu/

— VPH-specific, multi-level, cancer data repository
— model validation and clinical translation through trials
* Scalable for any disease - as long as:

— predictive modeling is clinically significant in one or more levels
— development of such models is feasible

Led by a clinical oncologist - Prof Norbert Graf €13M, 2011-2013, EU FP7 %0




P-MEDICINE architecture

User

) medicine
el ed

p-medicine

workbench
- Tools
p-medicine reposito
security p ry
framework .
Decision
support
. . system
p-medicine v Workflow
portal repository
End user interfaces and tools
‘ Technical or private
interfaces and tools .
Interactive
empowerment
Data stores service

Biobanks
Ontology
External Hospital store
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VPH-SHARE overview

 VPH-SHARE is developing the organisational

fabric and integrating the optimised services to:

— expose and share patient data (imaging, clinical, biomedical
signals)

— jointly develop multiscale models for the composition of new VPH
workflows from @neurlST, euHeart, VPHOP, and Virolab projects

— facilitate collaborations within the VPH community

— evaluate the effectiveness and fithess-for -purpose of Data and
Compute Cloud platforms for biomedical applications

« The project focuses on a key bottleneck: the interface with
the wealth of data from medical research infrastructures
and from clinical processes.

* Led by Rod Hose, Sheffield, UK (hitp://vph-share.org/)
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VPH-Share Overview
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VPH-Share will provide the organisational fabric realised as a series of services, offered
in an integrated framework, to expose and to manage data, information and tools, to
enable the composition and operation of new VPH workflows and to facilitate
collaborations between the members of the VPH community.

J
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Bridging gaps between Bioinformatics and Medical informatics

Medical informatics
iIn health care &
clinical research

(EHR)

Bioinformatics
In biomedical research
(molecular, “omics”,
systems biology)

€1M EU VPH FP7 project, devoted
to the organisation and execution
of a series of activities to support
the field of Biomedical Informatics
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INBIOMEDvision

www.inbiomedvision.eu



Bridging gaps between Bioinformatics and Medical Informatics

Translational
Bioinformatics
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Bioinformatics Medical informatics
In biomedical research In health care &
(molecular, “omics”, clinical research
systems biology) (EHR)
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 The UCL Centre for Computational Science

« Computational Biomedicine Case Studies

» Medical Data Storage and Security issues

* The Virtual Physiological Human initiative

* EU e-Infrastructure Projects for Biomedical Data
Processing

 Conclusions 46



ELIXIR: European life-science
infrastructure for biological information

* The mission of ELIXIR is to construct and operate a
sustainable infrastructure for biological information in
Europe to support life science research and its translation
to medicine and the environment, the bio-industries and
society

* Five year EU-funded collaborative project, 31 partners,
€4.5 million funding.

* Benefits
— Optimising access to and exploitation of life-science data.

— Ensuring longevity of the data and protecting investments already
made in research which collected the data.

— Increasing the competence and size of the already-large user
community by strengthening national efforts in training and

outreach
o ELIXIR [

http://www.elixir-europe.org/




ELIXIR

* ELIXIR underpins other developing European Biomedical
Science projects across the research and discovery
spectrum.

Research Discovery Development

| Target ID >| Target Val >r Hit 3{ Lead >| Lead Opt >| Preclinical >| Phase | >| Phase Il ] Phase Il

INSTRUCT Infrafrontier EATRIS BBMRI ECRIN
(Structural biology) (Mouse) (Translational Research) (Biobanking) (Clinical Trials)
ELIXIR

(Biological Information)

Slide courtesy of Ewan Birney 48



ELIXIR: Sustainable European Infrastructure

Slide courtesy of Ewan Birney
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New Machines

1 Human Genome in:
~5 years (2001)
2 years (2004)
4 days (Jan 2008)
16 Hours (Oct 2008)
3 Hours (Nov 2009)

- e 6 minutes (Now!)
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International
Cancer Genome
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EUDAT g Wy W
. Aims: EUDAT

— To deliver a Collaborative Data Infrastructure (CDI) with the
capacity and capability for meeting future researchers’ needs in a
flexible and sustainable way, across geographical and disciplinary
boundaries

e Total Budget

— Total: €10 M over 3 years
— 55% EC funded, 45% self-funded through financial engineering

 User communities
— Biomedical Sciences: ELIXIR
— Social Sciences: CLARIN
— Environmental Sciences: Lifewatch, EPOS
— High Energy Physics
— Climate: ENES http://Iwww.eudat.eu/

— Virtual Physiological Human (VPH) 50



Towards a European Data Infrastructure

|

« Aims at 24/7 service provision within first three years, and
sustained service beyond >3




@%{vﬁa

* Goal: To make multiscale applications possible on
European production e-Infrastructures.

» Duration: Oct. 2010 — Sept. 2013. ﬁ
5 application domains within the project, ,ﬁ,

Science

e + cooperation with external communities. g g
 EU FP7 project with partners throughout Europe.

Computional
Biology

 http://www.mapper-project.eu

Distributed Multiscale Computing workshop at this conference! 54



Simulating Complex Systems

. Physical systems are often inherently %GGG
multiscale.

« Micro- and mesoscopic processes influence the
macroscopic behaviour of the system, and vice versa.

« Simulating all processes in a complex system with a
single code is often an impossible endeavour.

« High resolution needed to resolve microscopic
processes.

« Microscopic accuracy + macroscopic problem size =>
_ prohibitive computational and storage demands.

‘-_




Coupling methods %ﬂﬁﬂ

« Two-way “tight” coupling between subcodes.

« €.g. continuum-particle hybrid coupling.
- R. Delgado-Buscalioni and P. V. Coveney, Phys. Rev. E 67, 046704 (2003)

« Typically performed using coulding methods
« One-way “loose” coupling between subcodes.
. Typically performed using workflow managers.
e.g. GridSpace (hitp://dice.cyfronet.pl/gridspace/)

. Needs seamless interoperation of “high” and
“low” end resources (e.g. PRACE, EGI) with
data (EUDAT) and networks (GEANT)
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Infrastructure Used

Example: Multiscale modelling of
cancer drugs and targets

I GridSpace I

— = —
I o

HARC QCG BES UNICORE
Input 10MB 10MB

File... /\ /\ VMD
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16/32 Cores 128 Cores 1024 Cores
UCL Cluster EGI Cluster PRACE HPC
Machine

Additional higher temperature replicas will improve sampling. 57



MAPPER Simulation Workflow

Multiscale modelling and simulation of
clay-polymer nanocomposites
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The CRESTA Project (C RESTEN

Three year EU-funded collaborative project, 13 partners,
€8.5 million funding

— Collaborative Research into Exascale Systemware, Tools and
Applications

— Project coordinator: EPCC at The University of Edinburgh

CRESTA has a very strong focus on exascale software
challenges

The hardware partner is Cray

Applications represent broad spectrum from science and
engineering

CRESTA will compare and contrast incremental and
disruptive solutions to Exascale challenges

http://cresta.epcc.ed.ac.uk/
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Consortium & Applications

« Leading European HPC centres C R EST

— EPCC, HLRS, CSC, PDC

« A world leading vendor « Exascale application
_ Cray owners and specialists

» World leading tool providers - égav\\;::(UEggLDLR
— TUD (Vampir), Allinea (DDT) o

@

GROMACS Biomolecular systems KTH (Sweden)
ELMFIRE Fusion energy ABO (Finland)
HemelLB Virtual Physiological Human UCL (UK)

IFS Numerical weather prediction ECMWEF (International)
OpenFOAM Engineering EPCC /HLRS /ECP

Nek5000 Engineering KTH (Sweden)
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DISCIPULUS:

A vision of future healthcare

« “The Digital Patient”, € 1.4M, EU FP7, led by Vanessa Diaz,
leading to Road Map in the next 15 months.

* Personalised, Predictive, Integrative...

* An integrated anatomical, physiological, biochemical, genotypical
mOdel Of me Focus: Patigl'jhct-!:g\tges-driven

* Insilico patient surrogate
« Integrates my health “chronicle” with ;| Qersfetetned
models derived from populations

with similar phenotypes
« Used for:
e
— Patient education ; s e
— Managementof
chronic diseases
— Clinical decision support VPH NoE VISION

Focus: VPH Community building

* Interoperability of models/tools

* Data integration 62
* standards

ARGOS
Focus: EU & US health
* Researchers/policy makers
*  Policy brief for EU/US
eHealth strategy
* R&D strategy harmonisation
* eHealth system
interoperability

http://www.digital-patient.net/



Digital Me
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already exist and work, however they need to
be integrated 63



IT Future of Medicine

 EU FET Flagship project:

— one of 6 pilot projects funded with €1.5M each for 12 months from
May 2011

— two pilot projects will be selected and launched as full FET
Flagship initiatives in 2013

— successful initiatives will receive €1billion over 10 years
» Led by Prof Hans Lehrach atMPI Molecular Genetics, Berlin

« UCL is a key player, leading a WP on Computing and Statistics (PI -
Prof Mark Girolami)

“ITFoM will exploit the unprecedented amounts of detailed biological data
for individual people, and turn this information into actual knowledge that
helps us in making medical and lifestyle decisions. By integrating the
available biological data we will construct computational models of the
biological processes that occur in every human. Since everybody is
different, the models will be tailored to each individual to reflect their own
unique anatomical, physiological and genetic makeup.”

64
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The CLMS Network is 3 year initiative from September 2010

Algorithms and
programming

Infra-structure
and IT planning
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1.Maintain and expand UCL’s world-leading
position in life and biomedical sciences

2.Improve collaboration with academic institutions:
within UCL, with UCLP and the NHS, UK-CMRI,
Yale, and others

3. Take advantage of new initiatives in integrative
biomedical systems science from the UK
Research Council, EU and others around the
world

business and commercial opportunities, promot

UCL IP licensing \,.BT‘\J

5.Plan for the next stages of activity in
computational life and medical sciences at UCL

4.Improve collaboration with industry, create : \ 7
! e
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Conclusions

* The projects presented are all data intensive and
all future projects will be.
— Biomedicine community is starving for storage;
— Network bandwidth now limiting - faster network is
needed for data movement.
* Training, access and utilisation — major need:
— Train future physicians, doctors, medics, clinicians

— Design usable software for the above community - not
only for bioinformaticians — that enable learning and
knowledge extraction.

« Security and privacy
— Need for usable mechanisms; security awareness, ...
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