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How natural selection 
can lead to 

cooperative behavior?

This question has fascinated 
evolutionary biologists for 
several decades

INTRODUCTION 



∗ Evolution is based on a fierce competition 
between individuals.

∗ Evolution reward only selfish behavior.

∗ Every gene, every cell, and every organism 
should be designed to promote its own 
evolutionary success at the expense of its 
competitors. 

∗ Why we still observe cooperation on many 
levels of biological organization?

INTRODUCTION 



INTRODUCTION 



INTRODUCTION 



Emergence of cooperation and 
evolutionary stability ?

Hence, to explain the evolution of 
cooperation by natural selection has 
been a major goal of biologists since 
Darwin.

Here we shall study evolutionary game 
dynamics in finite populations with 
network structure.



Game theory and physics

Evolutionary game theory may capture the 
essentials of the characteristic interactions 
among individuals. 

What is the effects of population structures on 
the performance of behavioral strategies ?

INTRODUCTION 



Prisoner’s 
Dilemma Game

Snowdrift Game



Prisoner’s Dilemma Game (PDG)
Confesses leniently, resistance severely

(坦白从宽，抗拒从严)

Confes Resistance

Confes both condemn 
5 Year

imprisonment

Sets free 
with a verdict of 

not guilty
Resistance condemn 

10  year 
imprisonment

both condemn 
1 Year

imprisonment



Snowdrift Game (SG)

SG is more favorable to cooperation than PDG

Cooperate Defect

Cooperate Both pass 
after 1 hour

Pass after 2 
hours 

Defect Attains without
effort

Both could not
pass



Payoff  Matrix

PDG:  T>R>P>S
SG  :   T>R>S>P

restriction:       2R>P+S



1<b<2 0<r<1



Simplified Payoff Matrix



BackgroundBackground
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The evolution Game 
on the complex network





The spatial PDG can generate 
a large variety of qualitatively different patterns, 
depending on b (the advantage for defectors)

Simulation: on 200x200 square lattice with fixed boundary 
condition
Start from random initial configuration with 10% defectors 
(and 90% cooperators)
Show: asymptotic pattern after 200 generations
Color coding:
Blue: C (following a C),  Green: C (following a D). 
Red:  D (following a D).  Yellow: D (following a C)
A), 1.75<b<1.8, an irregular, but static pattern 
B), 1.8<b<2,  spatial chaos





t=
30, 
217, 
219, 
221
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Frequency of cooperators as a function of 
the cost-to-benefit ratio r





dotted line: well-mixed populations
filled squares: updating is synchronous
open squares: asynchronous
unbroken line: pair approximations



Why spatial structure often inhibits 
the evolution of cooperation in SG?



PDGPDG SGSG



What is the Pattern 
of Evolutionary 

Games on Networks?



Memory-based 
snowdrift game 

(MBSG) on networks

Wang, Ren, Chen, Wang:
Memory based snowdrift game on networks,

Phys. Rev. E 74, 056113(2006).



The rules of the evolutionary MBSG

Consider that N players are placed on the 
nodes of a certain network. 

In every round, all pairs of connected players 
play the game simultaneously. 

The total payoff of each player is the sum 
over all its encounters.

After a round is over, each player will have 
the strategy information (C or D) of its 
neighbors.



Subsequently, each player knows its best strategy 
in that round by means of self-questioning, i.e., 
each player adopts its antistrategy to play a virtual 
game with all its neighbors, and calculates the 
virtual total payoff.

Comparing the virtual payoff with the actual 
payoff, each player can get its optimal strategy 
corresponding to the highest payoff and then 
record it into its memory.



Assume: the bounded 
rationality of players

Players are quite limited Players are quite limited 
in their analyzing powerin their analyzing power

Can only retain 
the last M bits of the past 

strategy information.



Memory-based snowdrift game on networks

C D D C C C

history
Now!

M   bits

(1) Probability strategy (2) Determined strategy

PD

PC



At the start of the next generation, the 
probability of making a decision (choosing C or 
D) for each player depends on the ratio of the 
numbers of C and D stored in its memory:

All players update their memories 
simultaneously.
Repeat the above process and the system 

evolves.

,      1C C
C D C

C D

N NP P P
N N M

= = = −
+



MBSG on
Lattices





On lattices with 4 and 8 neighborsOn lattices with 4 and 8 neighbors



r [0,0.25)

r [0.75,1)

r [0. 25,0.5)

r [0.5,0.75)

On lattices with 4 neighborsOn lattices with 4 neighbors



On lattices with 8 neighbors

r[0, 
0.125)

r 
[0.375,
0.5)

r [0.25,
0.375)

r 
[0.125,
0.25)



Stable local patterns Stable local patterns (for z=4)(for z=4)

r [0,0.25) r [0. 25,0.5)



Typical patterns for one time step Typical patterns for one time step 
(M=1, r=0.4)(M=1, r=0.4)



Random Effect on Random Effect on 
Cooperation in Cooperation in 
MemoryMemory--Based Based 
Snowdrift GameSnowdrift Game



MBSG on small-world 
networks

Based on two-dimensional lattices, We 
define rewiring probability p with which we 
randomly rewire each edge of lattice. Then 

we get a Watts-Strogatz model.

What is the typical spatial pattern 
on SWNBRL4 and SWNBRL-8 ?
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M=2, N=10000, averaging time step t=9000→10000
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Spatial pattern in SWNBRL4 (M=6)
(a) p=0, and (b) p=0.001 for r=0.1



Spatial pattern in SWNBRL4 (M=6)
(c) p=0.05, and (d) p=0.1 for r=0.4



Spatial pattern in SWNBRL8 (M=6)
(a) p=0.05, and (b) p=0.1 for r=0.3



Spatial pattern in SWNBRL8 (M=6)
(c) p=0.05, and (d) p=0.1 for r=0.4



Typical spatial pattern 
on SWNBRL4

For the time step 
t=8001 and  t=8002 

In the case of  M=1, r=0.4



t=8001 and  t=8002  for  p=0.05



t=8001 and   t=8002  for  p=0.1



SummarySummary

Randomicity on small world network turns the 
original monotonous behavior into non-
monotonous and breaks the intrinsic continuity 
of regular lattice, with the increasing rewiring 
probability

The dependence of fC on memory length M is 
different with that on regular lattice.



MBSG on 
Scale-Free
Networks



MBSG on ScaleScale--free networksfree networks





(a) r=0.1, <k>=4, (b) r=0.49, <k>=4
(c ) r=0.05 <k>=8, (d), r=0.1 <k>=8

Distribution of strategies in BA networks



Conclusion

We have studied the memory-based snowdrift 
game on networks, including lattices and 
scale-free networks. 

Transitions of spatial patterns are observed on 
lattices, together with the step structure of the 
frequency of cooperation versus the payoff 
parameter.



The memory length of individuals plays 
different roles at each cooperation level. 

In particular, nonmonotonous behavior 
are found on SF networks, which can be 
explained by the study of the occupation 
of nodes with given degree.



Interestingly, in contrast to previously 
reported results, in the memory-based 
snowdrift game, the fact of high degree nodes 
taken over by defectors leads to a high 
cooperation level on SF networks. 

Furthermore, similar to the cases on lattices, 
the average degrees of SF networks is still a 
significant structural property for determining 
cooperative behavior.



What role is played by memory 
in the evolution process of 
cooperative behavior?

Something can be revealed by 
study of evolutionary games 
(MBSG). 



Self-questioning 
games 

in BA network



SelfSelf--questioning games questioning games 
and pingand ping--pong effect in the pong effect in the 

BA networkBA network
Kun Kun GaoGao, , WenWen--XuXu Wang and Wang and 

BingBing--Hong WangHong Wang

PhysicaPhysica A 380 (2007) 528A 380 (2007) 528--538538



Abstract
PDG and SG with a self-questioning 
updating mechanism in BA network 
studied. 

What can this mechanism produce? 
Interesting non-monotonic phenomena .



A shortcoming of the existing models (the 
learning mechanisms): Being enmeshed in a 
globally defective trap.

This new model can avoid this globally 
defective trap.

“Cooperative Pingpong Effect” can occur in 
both PDG and SG and plays an important role 
in the behaviors of the whole system. 

This new model shows nontrivial characters
comparing to the existing models.



The probability of strategy updating 
for Szebó and  Töke model

M_i, M_j: the total payoffs of player i and j.
K: the parameter characterizes the noise effects to 
permit irrational choices.

deterministic updating  

stochastic updating



Most of current models for the evolutionary games Most of current models for the evolutionary games 
adopts ST learning mechanism: Players update their adopts ST learning mechanism: Players update their 
strategies by learning from their neighbors. strategies by learning from their neighbors. 

We  have proposed a memoryWe  have proposed a memory--based SG on networks based SG on networks 
[PRE74(2006)] which abandons the learning mechanism. [PRE74(2006)] which abandons the learning mechanism. 
Instead, a selfInstead, a self--questioning mechanism and a memoryquestioning mechanism and a memory--
based updating rule are presented .based updating rule are presented .

As a extension of this work, we study on the As a extension of this work, we study on the 
evolutionary PDG and SG with selfevolutionary PDG and SG with self--questioning questioning 
mechanism and stochastic evolutionary rule, mainly on mechanism and stochastic evolutionary rule, mainly on 
the scalethe scale--free network.free network.



Our model: the self-questioning mechanism and 
the stochastic evolutionary rule

In each time step, players get payoffs through the game on 
the basis of the payoff matrix. 

Then each player calculates a virtual payoff by self-
questioning, i.e., to adopt its anti-strategy and play a 
virtual game with its neighbors who keep their strategies 
unchanged, then getting a virtual payoff. 

By comparing the real payoff and the virtual payoff, 
players will find out whether their current strategies are 
advantageous.



In the next round, player i will change its 
current strategy to its anti-strategy with 
probability:

Where 

the real and virtual payoff of player. 



Simulation results 
and statistical analysis

on BA network



PDG (K=0.2)



SG (K=0.2)



Statistical analysis
If a player has 
cooperative neighbors
and  defective neighbors,

Its total payoff
is 

for choosing C

for choosing D.



Statistical analysis



Statistical analysis



Cooperative Ping-pong Effect



Time series for the frequency of cooperation



Time series for the frequency of cooperation
m=2, K=0.2, b=1.2 for PDG
(no ping-pong effect occurs)



m=10, K=0.2, b=1.5 for PDG

Time series for the frequency of cooperation



m=2, K=0.2, r=0.5 for SG

Time series for the frequency of cooperation



m=2, K=0.2, r →0  for SG

Time series for the frequency of cooperation



m=6, K=2.0,  r =0.2  for SG

Time series for the frequency of cooperation



The frequency of cooperation as a function of 
the noise parameter in BA network



The frequency of cooperation as a function of 
Parameter m ( fixed noise K= 0.2)



Further discussion on PDG

PDG:  T>R>P=ε>S



The normalized payoffs and the probability of 
strategy updating



Cooperative frequency of PDG for T=b, R=1, P=0.02, S=0



Conclusion

We have studied the evolutionary games 
on the scale-free network with a self-
questioning updating mechanism.

Compared with the previous work in this 
field, this model shows interesting 
phenomena of non-monotony and 
discontinuous transition etc.



Conclusion
These phenomena are related to the so-called 
“Cooperative Ping-pong Effect”

In the evolutionary games, the ping-pong effect is 
driven by the player’s tendency of drifting with 
the tide. 

It happens under certain conditions in the PDG 
and almost everywhere in the SG. 



Conclusion
Note that in our games, although each player only 
pays attention to his own information of payoffs, 
the whole system exhibits highly self-organized 
characters and the players' actions are highly 
synchronized. 

That means the payoffs of each player have 
contained plenty of information about the 
circumstances.

In the evolutionary games, deciding according to 
yourself is as effective as learning from others. 



Conclusion

Furthermore, the self-questioning 
mechanism has avoided the system from 
being enmeshed in a trap of the globally 
defective state, which is a shortcoming for 
the previous models. 

Usually the ping-pong effect emerges 
when the situation is not so propitious to 
cooperation, thus it can improve the 
cooperative behavior in the system. 



Conclusion

However, large vibration, as well as 
defection, will also waste the resources 
seriously. 

So these problems are worthy of further 
studies, in order to find out more effective 
mechanisms to sustain the cooperative 
behavior better and to make use of the 
resources most efficiently.



Naming Game on 
Network for Evolution 
of Language



The naming game has been considered as an 
important approach for understanding and 
characterizing the evolution of a language and 
more generally of a communication system 
without global supervision or a prior common 
knowledge. 

It has been demonstrated that in these games, 
agents can achieve the consensus of naming an 
object through local pair-wise interactions in a 
self-organized way, which can well explain the 
origin and evolution of languages. 



Besides, such models were inspired by 
global coordination problems in artificial
intelligence and peer-to-peer 
communication systems. 

A prototypical example is the so-called 
talking heads experiment, in which robots 
assign names to objects observed through 
cameras and negotiate these names with 
other agents. 



The naming game was also found 
meaningful for the new developed web 
tools, such as 

del.icio.us

www.flickr.com

which enable web users to share 
classification of information in the web 
through tags invented by each user. 



A minimal version of the 
naming game proposed by

A. Baronchelli, M. Felici, et al:
J. Stat. Mech.: Theory Exp. (2006), P06014. 

A. Baronchelli, L. Dall’Asta, A. Barrat, et al:
Phys. Rev. E 73, 015102R (2006).



Game model: one is speaker ，another is 
hearer．



Three rules:（Different ways to select 
speaker and hearer）

1. direct naming game:
A randomly chosen speaker selects again 
randomly a hearer among its neighbors.

2. reverse naming game:
Choose the hearer at random and one of its 

neighbors as speaker.

3.  A neutral strategy to pick up pairs of 
nodes is that of considering the extremities of an 
edge taken uniformly at random.



Main quantities to characterize 
the game

total memory (N_w)
number of different words (N_d)
average success rate S
convergence time t_c







scaling behavior



Role of connectivity-
induced weighted words 

in language games



Evolution of the average memory per agent



Evolution of average success rate



Convergence time vs α



Evolution of the number of different words in the system



Normalized maximum total memory used by agents



Conclusion 1

We present a modified naming game by 
introducing weights of words in the 
evolution process. 

We assign the weight of a word spoken by 
an agent according to its connectivity, 
which is a natural reflection of the agent’s 
influence in population. 



Conclusion 2

A tunable parameter is introduced, 
governing the word weight based on the 
connectivity of agents. 

We consider the scale-free topology and 
concentrate on the efficiency of reaching 
the final consensus, which is of high 
importance in the self-organized system.



Conclusion 3

Interestingly, it is found that there exists an 
optimal parameter value, leading to the 
fastest convergence. 

This indicates appropriate hub’s effects favor 
the achievement of consensus. 

The evolution of distinct words helps to give a 
qualitative explanation of this phenomena.



Conclusion 4

Similar nontrivial phenomena are observed in 
the total memory of agents with a peak in the 
middle range of parameter values. 

Other relevant characters are provided as well, 
including the time evolution of total memory 
and success rate for different parameter values 
as well as the average degree of the network, 
which are helpful for understanding the 
dynamics of the modified naming game in 
detail. 



Asymmetric negotiation 
in structured language 
games



Each time step, a pair of connected 
nodes are randomly selected .The 
probability p_i of choosing one of them i
as speaker is proportional to i 's weight: 

Asymmetric negotiation



BA network



NW network



Evolution of the number of different names



Normalized maximum total memory used by agents



Maximum memory used by agents



Convergence time and maximum total memory



Conclusion  1
We have investigated a modified naming game 
with asymmetric negotiation strategy on both 
scale-free and small-world networks. 

The most interesting result is that there exists 
an optimal value of the parameter α that 
leads to the fastest convergence. 

This result demonstrates that a proper 
influence of high-degree agents in negotiation 
best benefits the achievement of final 
consensus, and high-degree agents can play 
both positive and negative roles in the 
agreement dynamics of the naming game. 



Conclusion 2

We have qualitatively explained the 
results for the convergence time in terms 
of the evolution of the total number of 
different names. 

We have also investigated the 
dependence of the total maximum 
memory used by agents on the parameter 
and found a peak in the middle range of 
the parameter space. 



Conclusion 3

The relationship between the maximum 
memory used by an agent and its degree 
shows different behavior compared to 
previously reported results in the naming 
game, while the convergence time and 
the total maximum memory show similar 
scaling behavior. 

It may be interesting to explore 
asymmetric negotiation on networks 
with degree correlation in future work.



Recent papers on Game Theory for understanding 
Evolutionary Cooperation

1 Wen-Xu Wang, Jie Ren, Guanrong Chen, and Bing-Hong 
Wang
Memory-based snowdrift game on networks 
Physical Review E 74_(2006) 056113 

2 Tang CL, Lin BY, Wang WX, Hu MB, Wang BH 
Role of Connectivity-Induced Weighted Words in Language 
Games
Phys Rev E_75 (2007) 027101

3 C.-L. Tang, W.-X. Wang, X.Wu, and B.-H. Wang
Effects of average degree on cooperation in networked 
evolutionary game 
European Physical Journal B 53, (2006) 411–415 B47



Recent papers on Game Theory for understanding 
Evolutionary Cooperation

4,Kun Gao, Wen-Xu Wang, Bing-Hong Wang, 
Self-questioning games and ping-pong effect in the 
BA network
Physica A (2007)

5, Han-Xin Yang, Wen-Xu Wang, Bing-Hong Wang 
Asymmetric negotiation in structured language 
games, Phys.Rev.E 77(2008)027103
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