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Transcription



Structure of transcription factors

➡  mostly homo-dimers of two protein molecules
• bind to palindromic binding motifs
• might introduce DNA loops



tively. For the increase in the local concentration to be a
valid argument to explain DNA looping, the repressor
needs to be bound to the auxiliary site in the first place.
How is it then possible that a weaker operator can help
the binding to O1?

A related paradox is observed in phage l. The lysogenic-
to-lytic switch is controlled in the phage DNA at two
operators, known as the left (OL) and right (OR) operators,
which are 2.4 kb away from one another (Figure 1b)
[6!!,12]. Each has a tandem of three DNAmotifs to which
the l cI repressor dimers can bind: OR1, OR2 and OR3 for
the right; and OL1, OL2 and OL3 for the left operator. It
was found recently that two cI dimers bound to OR1 and
OR2 can form an octamer with two cI dimers bound toOL1
andOL2 by looping the interveningDNA [6!!,12,13,14!!].
The striking fact was not only that this fundamental result
came more than 40 years after the discovery of gene
regulation in phage l but also that the increase of the
local concentration argument alone cannot be applied to
explain looping in this case. Current theories predict that
the local concentration for such long loops would be
increased, at the most, by less than a factor of 10 [15],
which is well below the factor of 1000 that is required for
the formation of the octamers in solution [16]. Therefore,
the loop is too long to increase substantially the local
concentration. How is it then possible that the loop forms
when the octamer that ties it would not exist in such low
concentrations?

The two counterintuitive examples that we have just
discussed — namely, a weak site helping a strong site,

and a protein complex that would not exist in solution
fastening a DNA loop — have a straightforward explana-
tion when formulated in terms of the appropriate thermo-
dynamic quantities.

Free energies and the thermodynamic basis of
regulated recruitment
It is often assumed that cellular processes are similar to
chemical reactions occurring in an ideal well-stirred
macroscopic reactor. The cell, however, is a small and
crowded environment in which many events take place at
the same time. At the cellular level, the problem is not so
much how to make two proteins interact but, rather, how
to prevent them from interacting with all the other
proteins they are not supposed to. Concentrations of
the different molecular species are, therefore, kept low.
To achieve specificity and affinity at the same time, cells
have evolved mechanisms to bring molecules close to
their interaction sites. It is becoming increasingly evident
that this idea, referred to as regulated recruitment, is one
of the unifying principles of the molecular functioning of
living systems [17!!]; DNA looping is just one funda-
mental example. In this section we present the basic
thermodynamic ideas that will enable us to implement
regulated recruitment in a quantitative manner and apply
it to DNA looping.

One key point — perhaps the most important piece of
information — is that the free energy of binding, DGbind,
can be decomposed into two main contributions:

DGbind ¼ DGpos þ DGint

The interaction free energy, DGint, arises from the inter-
actions between the twomolecules— interactions such as
electrostatic, hydrophobic and Van der Waals forces. The
positional free energy, DGpos, results from positioning the
molecules in the right place and orientation so that they
can interact, and it accounts, among other potential con-
tributions, for the loss of translational and rotational
entropy upon binding.

Let us consider in more detail the meaning of the posi-
tional free energy. If two molecules are to be bound, they
have to be positioned within a small volume of the order
of the interaction forces. The probability that one mole-
cule is in this volume just by chance is given by the ratio
of the volume of interaction, Vint, to the volume in which
the reaction takes place, Vreac. If there are N molecules
instead of one, the probability is scaled up accordingly,
leading to the simple expression Ppos = NVint/Vreac. Statis-
tical thermodynamics [18] (see also Bintu et al., this issue)
this issue links this probability with its corresponding free
energy, DGpos, through the relationship Ppos $ e%DGpos=RT

where R is the gas constant and T is the absolute
temperature (RT $ 0.6 kcal/mol for typical experimental
conditions). Equating both expressions for the posi-
tional probability and taking logarithms leads to
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Scheme of the different operator positions on the DNA for the lac operon
and phage l. (a) Location of the main, O1, and auxiliary operators,
O2 and O3, of the lac operon. Binding of the lac repressor to O1

represses transcription of the lacZ, lacY and lacA genes. (b) Location
of the right (OR) and left (OL) operators in phage l. Binding of the l
cI dimer to OR2 activates transcription of its own gene. Binding of cI
dimers to OR1 and to OR3 prevents transcription of cro and cI genes,
respectively.
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lac repressor: a dimer protein, binds simultaneously to two operators, looping the intervening DNA.

DNA looping : involves entropy cost-but increases 
effective concentration of lac repressor near  

significantly different from the inferred in vivo value of
a!1.25 (Table 1b).

Assembly of macromolecular complexes
in phage l
Phage l represents a step forward in complexity. The
loop is formed not by a single protein but by a protein
complex that is assembled on the DNA as the loop
forms. The free energy of the looped state with an
assembled l cI octamer consists of different contribu-
tions, DGOR12!OL12 = DGintT + DGloop + DGOR12/OL12, which
account for the interaction free energy between tetra-
mers, the conformational free energy of forming the DNA
loop, and the free energy of the tetramers bound to the

right and left operators (Figure 2d). We can compare
these contributions with those of the free energy of the
octamer in solution, DG2!8 = DGintT + DGpos + 2DG2!4,
which account for the interaction free energy between
tetramers, the positional free energy, and the free energy
of the tetramers in solution, respectively (Figure 2c). The
main difference between the formation of the octamer on
DNA and the formation in solution results from the
formation of the constituent pair of tetramers, whose
formation free energies at 0.5 " 10#9 M are #4.2 and
10.6 kcal/mol, respectively (Table 1c,d). The confor-
mational free energy of forming the DNA loop,
DGloop ¼ DGo

pos þ 6:8 kcal=mol, can be obtained from
the preceding equations for DGOR12!OL12 and DG2!8,
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Examples of different contributions to the free energy of binding. (a) Illustrative imaginary situations for zero, one and two interaction domains.
The different contributions to the free energy of binding, DGbind, are a positional free energy of 15 kcal/mol, an interaction free energy of
#17 kcal/mol for each interaction site, and a conformational free energy of 10 kcal/mol. (b) Energetics of the formation of the DNA loop–lac
repressor complex. Contributions to the free energy of the complex formed by the divalent lac repressor (shown in orange) when its two DNA binding
domains interact simultaneously with the two operators O1 and O2 by looping the intervening DNA: DGO1 !O2

¼ DGpos þ DGintO1
þ DGintO2

þ DGloop.
The positional free energy term, DGpos, accounts for the free energy necessary to bring the lac repressor (shown in white with dashed contour lines)
to the appropriate position and orientation (shown in orange) so that it can bind the operators. Two interaction free energy terms account for the
interaction between the two domains of the lac repressor with the O1 and O2 operators: DGintO1

and DGintO2
, respectively. The last contribution

to the free energy of the DNA loop–lac repressor complex accounts for the conformational free energy cost of looping the DNA between the two
operators (DGloop). (c) Energetics of the formation of cI octamers from tetramers in solution. Under physiological conditions, cI exists in solution as a
dimer (shown in white with dashed contour lines) and as a monomer (not shown). Dimers can oligomerize to form tetramers, and two tetramers
can form an octamer. The free energy of forming cI octamers (shown in blue as the assembly of four dimers) from the tetramers in solution
(shown in white with dashed contours as the assembly of two dimers) is given by DG4!8 = DGpos + DGintT. DGpos is the positional free energy of
bringing the tetramer from solution (shown in white with dashed contour lines) to form part of the octameric complex (shown in blue with
continuous contour lines) and DGintT is the interaction free energy between the two tetramers that form the octamer. (d) Energetics of the cI–DNA
loop formation. DGintT is the interaction free energy between cI tetramers bound to OR1 and OR2, and to OL1 and OL2; DGintD is the interaction
free energy between dimers bound to OR3 and OL3 (shown in light blue); and DGloop is the conformational free energy of looping the intervening
DNA. The free energy of forming the cI–DNA loop complex from a non-looped conformation with cI dimers bound to all the operator sites is
given by DGR123!L123 # DGR123/L123 = DGintT + DGintD + DGloop.
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Regulation With and Without Looping

In Figure 2 we illustrate the main differences in
the mechanisms of regulation with and without
looping. The system with a single binding site can
be characterized by two states (Figure 2a). In the
state (i) the operator Om is not occupied and in
the state (ii) one of the N repressors of the cell is
bound to Om: In principle, one might think of a
more detailed description of the system, e.g.
including states for the repressor bound non-
specifically to DNA or freely diffusing in the cell.

Such a detailed description would result at the
end in an effective two-state description. Here,
states are chosen to keep just the essential
elements.

The DNA looping case is more complex and
interesting (Figure 2b). The major contribution of
looping to gene regulation comes from the syner-
gistic effects of two operators. Thus, we consider
the two-operator case, for which there exist the
most detailed experimental data.9 Now, there are
five relevant states: (i) none of the operators is
occupied; (ii) a repressor is bound to just the main
operator Om; (iii) to just the auxiliary operator Oa;
(iv) to both of the operators by looping DNA; or
(v) one repressor is bound to Om and the other to
Oa at the same time.

Repression level

The description based on states is suitable to
tackle, both qualitatively and quantitatively, the
effects of looping in gene regulation. Intuitively,
looping increases repression because the system is
dynamically trapped in the looped state (iv). The
system can only leave this state to either state (ii)
or state (iii). In either of these two states, the
repressor remains near the free operator. Therefore,
the most likely event is that repressor is recaptured
by the free operator to form the loop again. Thus,
with high probability, the system comes back to
state (iv).

This idea of the repressor being dynamically
trapped is also a key element in a recently pro-
posed mechanism for protein localization.10

Proteins with two binding domains for each of the
elements of an array will have a high probability
of being attached to the array by one or both of its
domains at any instant of time because, if the
neighboring array elements are close enough, it is
likely that when one domain unbinds it will
reattach to the array before the other domain
unbinds.

It is important to note the differences of DNA
looping with what is known in inorganic chemistry
as the chelate effect.11 The chelate effect refers to
the fact that the binding of a dimer to a molecule
may be far greater than expected from the binding
of the constituent monomers separately. It happens
because, in the binding, the dimer loses only the
translational and rotational entropies of a single
molecule in contrast to the entropies of two
molecules that the pair of monomers would lose.
In our case, in addition to the loss of translational
and rotational entropies, one has to take into
account the energetic and entropic contribution of
the formation of the DNA loop.

To proceed with the quantitative details, we
consider first the single operator case. We will
follow the standard statistical thermodynamics
approach.12 The main idea of this approach is that
the probability for the system to be in a given
state is a function of the free energy of such a
state. This function is essentially proportional to

Figure 1. A representation of the lac operon (not
drawn to scale). The three genes lacZ, lacY, and lacA are
cotranscribed as a polycistronic message from a single
promoter. The gene lacZ encodes for the b-galactosidase;
lacY, for the permease; and lacA, for the transacetylase.
The lac repressor is encoded by lacI, which is immedi-
ately upstream of the operon. Binding of the repressor
to the main operator site O1 prevents transcription. The
repressor can bind to the auxiliary operators, O2 and O3.
There is an activator site, A, where the CAP–cAMP
complex must bind for significant transcription.

Figure 2. Representative states of the binding of the
repressor to (a) one and (b) two operators. Transcription
takes place only in the states (i) and (iii), when Om is
not occupied. The arrows indicate the possible tran-
sitions between states. Note that in a a single unbinding
event is enough for the repressor to completely leave
the neighborhood of the main operator. In b the repressor
can escape from the neighborhood of the main operator
only if it unbinds sequentially both operators. This
sequence of events is highly unlikely for the typical
values of the rate constants.
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tively. For the increase in the local concentration to be a
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needs to be bound to the auxiliary site in the first place.
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operators, known as the left (OL) and right (OR) operators,
which are 2.4 kb away from one another (Figure 1b)
[6!!,12]. Each has a tandem of three DNAmotifs to which
the l cI repressor dimers can bind: OR1, OR2 and OR3 for
the right; and OL1, OL2 and OL3 for the left operator. It
was found recently that two cI dimers bound to OR1 and
OR2 can form an octamer with two cI dimers bound toOL1
andOL2 by looping the interveningDNA [6!!,12,13,14!!].
The striking fact was not only that this fundamental result
came more than 40 years after the discovery of gene
regulation in phage l but also that the increase of the
local concentration argument alone cannot be applied to
explain looping in this case. Current theories predict that
the local concentration for such long loops would be
increased, at the most, by less than a factor of 10 [15],
which is well below the factor of 1000 that is required for
the formation of the octamers in solution [16]. Therefore,
the loop is too long to increase substantially the local
concentration. How is it then possible that the loop forms
when the octamer that ties it would not exist in such low
concentrations?

The two counterintuitive examples that we have just
discussed — namely, a weak site helping a strong site,

and a protein complex that would not exist in solution
fastening a DNA loop — have a straightforward explana-
tion when formulated in terms of the appropriate thermo-
dynamic quantities.

Free energies and the thermodynamic basis of
regulated recruitment
It is often assumed that cellular processes are similar to
chemical reactions occurring in an ideal well-stirred
macroscopic reactor. The cell, however, is a small and
crowded environment in which many events take place at
the same time. At the cellular level, the problem is not so
much how to make two proteins interact but, rather, how
to prevent them from interacting with all the other
proteins they are not supposed to. Concentrations of
the different molecular species are, therefore, kept low.
To achieve specificity and affinity at the same time, cells
have evolved mechanisms to bring molecules close to
their interaction sites. It is becoming increasingly evident
that this idea, referred to as regulated recruitment, is one
of the unifying principles of the molecular functioning of
living systems [17!!]; DNA looping is just one funda-
mental example. In this section we present the basic
thermodynamic ideas that will enable us to implement
regulated recruitment in a quantitative manner and apply
it to DNA looping.

One key point — perhaps the most important piece of
information — is that the free energy of binding, DGbind,
can be decomposed into two main contributions:

DGbind ¼ DGpos þ DGint

The interaction free energy, DGint, arises from the inter-
actions between the twomolecules— interactions such as
electrostatic, hydrophobic and Van der Waals forces. The
positional free energy, DGpos, results from positioning the
molecules in the right place and orientation so that they
can interact, and it accounts, among other potential con-
tributions, for the loss of translational and rotational
entropy upon binding.

Let us consider in more detail the meaning of the posi-
tional free energy. If two molecules are to be bound, they
have to be positioned within a small volume of the order
of the interaction forces. The probability that one mole-
cule is in this volume just by chance is given by the ratio
of the volume of interaction, Vint, to the volume in which
the reaction takes place, Vreac. If there are N molecules
instead of one, the probability is scaled up accordingly,
leading to the simple expression Ppos = NVint/Vreac. Statis-
tical thermodynamics [18] (see also Bintu et al., this issue)
this issue links this probability with its corresponding free
energy, DGpos, through the relationship Ppos $ e%DGpos=RT

where R is the gas constant and T is the absolute
temperature (RT $ 0.6 kcal/mol for typical experimental
conditions). Equating both expressions for the posi-
tional probability and taking logarithms leads to
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Scheme of the different operator positions on the DNA for the lac operon
and phage l. (a) Location of the main, O1, and auxiliary operators,
O2 and O3, of the lac operon. Binding of the lac repressor to O1

represses transcription of the lacZ, lacY and lacA genes. (b) Location
of the right (OR) and left (OL) operators in phage l. Binding of the l
cI dimer to OR2 activates transcription of its own gene. Binding of cI
dimers to OR1 and to OR3 prevents transcription of cro and cI genes,
respectively.
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significantly different from the inferred in vivo value of
a!1.25 (Table 1b).

Assembly of macromolecular complexes
in phage l
Phage l represents a step forward in complexity. The
loop is formed not by a single protein but by a protein
complex that is assembled on the DNA as the loop
forms. The free energy of the looped state with an
assembled l cI octamer consists of different contribu-
tions, DGOR12!OL12 = DGintT + DGloop + DGOR12/OL12, which
account for the interaction free energy between tetra-
mers, the conformational free energy of forming the DNA
loop, and the free energy of the tetramers bound to the

right and left operators (Figure 2d). We can compare
these contributions with those of the free energy of the
octamer in solution, DG2!8 = DGintT + DGpos + 2DG2!4,
which account for the interaction free energy between
tetramers, the positional free energy, and the free energy
of the tetramers in solution, respectively (Figure 2c). The
main difference between the formation of the octamer on
DNA and the formation in solution results from the
formation of the constituent pair of tetramers, whose
formation free energies at 0.5 " 10#9 M are #4.2 and
10.6 kcal/mol, respectively (Table 1c,d). The confor-
mational free energy of forming the DNA loop,
DGloop ¼ DGo

pos þ 6:8 kcal=mol, can be obtained from
the preceding equations for DGOR12!OL12 and DG2!8,
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Examples of different contributions to the free energy of binding. (a) Illustrative imaginary situations for zero, one and two interaction domains.
The different contributions to the free energy of binding, DGbind, are a positional free energy of 15 kcal/mol, an interaction free energy of
#17 kcal/mol for each interaction site, and a conformational free energy of 10 kcal/mol. (b) Energetics of the formation of the DNA loop–lac
repressor complex. Contributions to the free energy of the complex formed by the divalent lac repressor (shown in orange) when its two DNA binding
domains interact simultaneously with the two operators O1 and O2 by looping the intervening DNA: DGO1 !O2

¼ DGpos þ DGintO1
þ DGintO2

þ DGloop.
The positional free energy term, DGpos, accounts for the free energy necessary to bring the lac repressor (shown in white with dashed contour lines)
to the appropriate position and orientation (shown in orange) so that it can bind the operators. Two interaction free energy terms account for the
interaction between the two domains of the lac repressor with the O1 and O2 operators: DGintO1

and DGintO2
, respectively. The last contribution

to the free energy of the DNA loop–lac repressor complex accounts for the conformational free energy cost of looping the DNA between the two
operators (DGloop). (c) Energetics of the formation of cI octamers from tetramers in solution. Under physiological conditions, cI exists in solution as a
dimer (shown in white with dashed contour lines) and as a monomer (not shown). Dimers can oligomerize to form tetramers, and two tetramers
can form an octamer. The free energy of forming cI octamers (shown in blue as the assembly of four dimers) from the tetramers in solution
(shown in white with dashed contours as the assembly of two dimers) is given by DG4!8 = DGpos + DGintT. DGpos is the positional free energy of
bringing the tetramer from solution (shown in white with dashed contour lines) to form part of the octameric complex (shown in blue with
continuous contour lines) and DGintT is the interaction free energy between the two tetramers that form the octamer. (d) Energetics of the cI–DNA
loop formation. DGintT is the interaction free energy between cI tetramers bound to OR1 and OR2, and to OL1 and OL2; DGintD is the interaction
free energy between dimers bound to OR3 and OL3 (shown in light blue); and DGloop is the conformational free energy of looping the intervening
DNA. The free energy of forming the cI–DNA loop complex from a non-looped conformation with cI dimers bound to all the operator sites is
given by DGR123!L123 # DGR123/L123 = DGintT + DGintD + DGloop.
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tively. For the increase in the local concentration to be a
valid argument to explain DNA looping, the repressor
needs to be bound to the auxiliary site in the first place.
How is it then possible that a weaker operator can help
the binding to O1?
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the different molecular species are, therefore, kept low.
To achieve specificity and affinity at the same time, cells
have evolved mechanisms to bring molecules close to
their interaction sites. It is becoming increasingly evident
that this idea, referred to as regulated recruitment, is one
of the unifying principles of the molecular functioning of
living systems [17!!]; DNA looping is just one funda-
mental example. In this section we present the basic
thermodynamic ideas that will enable us to implement
regulated recruitment in a quantitative manner and apply
it to DNA looping.

One key point — perhaps the most important piece of
information — is that the free energy of binding, DGbind,
can be decomposed into two main contributions:

DGbind ¼ DGpos þ DGint

The interaction free energy, DGint, arises from the inter-
actions between the twomolecules— interactions such as
electrostatic, hydrophobic and Van der Waals forces. The
positional free energy, DGpos, results from positioning the
molecules in the right place and orientation so that they
can interact, and it accounts, among other potential con-
tributions, for the loss of translational and rotational
entropy upon binding.

Let us consider in more detail the meaning of the posi-
tional free energy. If two molecules are to be bound, they
have to be positioned within a small volume of the order
of the interaction forces. The probability that one mole-
cule is in this volume just by chance is given by the ratio
of the volume of interaction, Vint, to the volume in which
the reaction takes place, Vreac. If there are N molecules
instead of one, the probability is scaled up accordingly,
leading to the simple expression Ppos = NVint/Vreac. Statis-
tical thermodynamics [18] (see also Bintu et al., this issue)
this issue links this probability with its corresponding free
energy, DGpos, through the relationship Ppos $ e%DGpos=RT

where R is the gas constant and T is the absolute
temperature (RT $ 0.6 kcal/mol for typical experimental
conditions). Equating both expressions for the posi-
tional probability and taking logarithms leads to
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Scheme of the different operator positions on the DNA for the lac operon
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significantly different from the inferred in vivo value of
a!1.25 (Table 1b).

Assembly of macromolecular complexes
in phage l
Phage l represents a step forward in complexity. The
loop is formed not by a single protein but by a protein
complex that is assembled on the DNA as the loop
forms. The free energy of the looped state with an
assembled l cI octamer consists of different contribu-
tions, DGOR12!OL12 = DGintT + DGloop + DGOR12/OL12, which
account for the interaction free energy between tetra-
mers, the conformational free energy of forming the DNA
loop, and the free energy of the tetramers bound to the

right and left operators (Figure 2d). We can compare
these contributions with those of the free energy of the
octamer in solution, DG2!8 = DGintT + DGpos + 2DG2!4,
which account for the interaction free energy between
tetramers, the positional free energy, and the free energy
of the tetramers in solution, respectively (Figure 2c). The
main difference between the formation of the octamer on
DNA and the formation in solution results from the
formation of the constituent pair of tetramers, whose
formation free energies at 0.5 " 10#9 M are #4.2 and
10.6 kcal/mol, respectively (Table 1c,d). The confor-
mational free energy of forming the DNA loop,
DGloop ¼ DGo

pos þ 6:8 kcal=mol, can be obtained from
the preceding equations for DGOR12!OL12 and DG2!8,
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Examples of different contributions to the free energy of binding. (a) Illustrative imaginary situations for zero, one and two interaction domains.
The different contributions to the free energy of binding, DGbind, are a positional free energy of 15 kcal/mol, an interaction free energy of
#17 kcal/mol for each interaction site, and a conformational free energy of 10 kcal/mol. (b) Energetics of the formation of the DNA loop–lac
repressor complex. Contributions to the free energy of the complex formed by the divalent lac repressor (shown in orange) when its two DNA binding
domains interact simultaneously with the two operators O1 and O2 by looping the intervening DNA: DGO1 !O2

¼ DGpos þ DGintO1
þ DGintO2

þ DGloop.
The positional free energy term, DGpos, accounts for the free energy necessary to bring the lac repressor (shown in white with dashed contour lines)
to the appropriate position and orientation (shown in orange) so that it can bind the operators. Two interaction free energy terms account for the
interaction between the two domains of the lac repressor with the O1 and O2 operators: DGintO1

and DGintO2
, respectively. The last contribution

to the free energy of the DNA loop–lac repressor complex accounts for the conformational free energy cost of looping the DNA between the two
operators (DGloop). (c) Energetics of the formation of cI octamers from tetramers in solution. Under physiological conditions, cI exists in solution as a
dimer (shown in white with dashed contour lines) and as a monomer (not shown). Dimers can oligomerize to form tetramers, and two tetramers
can form an octamer. The free energy of forming cI octamers (shown in blue as the assembly of four dimers) from the tetramers in solution
(shown in white with dashed contours as the assembly of two dimers) is given by DG4!8 = DGpos + DGintT. DGpos is the positional free energy of
bringing the tetramer from solution (shown in white with dashed contour lines) to form part of the octameric complex (shown in blue with
continuous contour lines) and DGintT is the interaction free energy between the two tetramers that form the octamer. (d) Energetics of the cI–DNA
loop formation. DGintT is the interaction free energy between cI tetramers bound to OR1 and OR2, and to OL1 and OL2; DGintD is the interaction
free energy between dimers bound to OR3 and OL3 (shown in light blue); and DGloop is the conformational free energy of looping the intervening
DNA. The free energy of forming the cI–DNA loop complex from a non-looped conformation with cI dimers bound to all the operator sites is
given by DGR123!L123 # DGR123/L123 = DGintT + DGintD + DGloop.
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3 important contributions:

• binding affinity of TF to binding site

• entropy losses due to DNA looping (for 
short loops also bending stiffness)

• attractive short range protein-protein 
interactions

Protein mediated DNA loop

Looping cost is higher, concentrations of TFs is low.
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Figure 1: Schematic representation of looped DNA. Proteins (filled circles) bind to DNA (black

line) at specific sites (rectangles on the line). Proteins bound at one operator, upstream (U ) or

downstream (D), can interact with their counterparts at the opposite operator if DNA forms a

loop (L). In this example, the number of binding sites per operator is N . The binary variables

σU,i and σD,i are 1 when proteins are bound to the corresponding DNA site and are 0 otherwise.

Here, only the two proteins bound at sites i = N on the upstream (U,N) and downstream (D,N)

operator interact with each other.

9

done by tabulating the free energies and explicitly writing down the sums of Boltzmann

factors for all the states. For large systems, however, this procedure is not practical because

of the exponential growth of the potential number of states (e.g., for N=3, there are already

128 states).

The facts that the free energy of a state can be decomposed into different contributions

[1] and that the states can be labelled by discrete variables [14] allow for a Hamiltonian

description of the system. Here, we describe the binding of proteins to DNA through binary

variables σU,i and σD,i, which indicate whether (= 1) or not (= 0) a protein is bound to

site i at the upstream or downstream operator, respectively. Similarly, an additional binary

variable σL indicates whether DNA is looped (= 1) or not (= 0). In terms of this set of

binary variables the system is described by the following Hamiltonian:

H = (c + e
N

∑

i=1

σU,iσD,i)σL + g
N

∑

i=1

(σU,i + σD,i) , (1)

where g is the change in free energy upon binding of a protein to a DNA site; e is the free

energy of interaction between proteins symmetrically bound at opposite operators; and c

is the free energy of forming the DNA loop [1, 15]. Therefore, the free energy of each of

the 22N looped and 22N unlooped states is obtained directly from the previous Hamiltonian.

The dependence of the Hamiltonian on the concentration of binding proteins n enters, in

the usual form, through the quantity g, which can be viewed as a chemical potential: g =

go− 1
β ln n, where go denotes the value of g at a protein concentration of 1 M and β−1 = RT

(the gas constant times the absolute temperature). This type of Hamiltonians account for

thermodynamic models that have recently been shown to accurately describe gene regulation

in the lac operon by the lac repressor (N = 1) and in phage-λ by the cI2 repressor (N = 3)

[1, 14]. A systematic analysis for large systems, however, is still missing.

In order to compute the partition function, it is convenient to rewrite the Hamiltonian

as the sum of quasi-independent single-pair Hamiltonians:

H =
N

∑

i=1

HP,i , (2)

where

HP,i = σL(c/N + eσU,iσD,i) + g(σU,i + σD,i) . (3)

The coupling of single-pair Hamiltonians is established through the three-body terms
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e : interaction energy between two proteins.
g : protein-DNA binding energy
c :  cost of looping



Increasing the number of binding sites, system reaches 
the looped phase at arbitrary small protein 

concentrations.

the protein concentration and the number of binding sites for representative values of the

parameters [16]. The figure illustrates the presence of looped and unlooped phases (Figure

2a). Only for intermediate concentrations the occupancy of the sites (Figure 2b) displays

a discontinuous behavior. For concentrations in the high and low extremes, DNA looping

does not substantially affect the binding of proteins.

The concentration ñ at which the transition happens (X = 1) is given by

ñ = eβgo
eeβ

(

e
cβ
N − 1

)

+
√

eeβ (1 − eeβ)
(

e
cβ
N − 1

)

1 − e(
c
N

+e)β
. (10)

This equation has a positive solution if and only if e < −c/N . If e ≥ −c/N there is no

positive solution and the sites become occupied as the concentration increases without the

system ever reaching the looped state (Figure 2). Therefore, the inter-operator protein

interactions need to exceed a strength threshold in order for DNA looping to have the

potential to be present. Remarkably, this threshold goes to zero as the number of binding

sites increases. This constraint correlates with the general trend that the number of proteins

used to tie the DNA loop increases with the length of the loop [1, 4]. A longer loop typically

implies a higher free energy of looping, c, which in turn requires a stronger interaction

between proteins (a more negative e) or a higher number of sites in order for the system to

switch to the looped state.

A remarkable property inferred from the previous equations is that the looping free energy

and the number of binding sites affect the concentration at which the transition occurs only

through the ratio c/N . If this ratio is kept constant, coordinated changes in c and N modify

the sharpness of the transition but not the concentration at which it happens (Figure 3).

The main trends observed in the looping behavior with respect to c and N are also observed

in the occupancy of the sites (Equation 9), which depends on c and N only through the

looping probability.

In the case of large N , by expanding in terms of the dimensionless parameter βc/N , the

previous equation simplifies to

ñ = eβgo

√

cβ

N (e−eβ − 1)
, (11)

which indicates that the concentration at which the transition happens decreases asymptot-

ically like N−1/2 as the number of binding sites increases (as demonstrated in Figure 2a).
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molecule is higher than that of a small one, even when the
actual concentrations of the two are the same. For this reason,
the effective concentration of hemoglobin in a red blood cell
(measured from the osmotic pressure exerted) is about 100
times greater than the actual concentration of roughly 0.3 g
ml–1. The difference between effective and actual concentra-
tions feeds through to influence equilibria: the effective equi-
librium constant governing the reversible dimerization of a
spherical protein of 100 kD is roughly 100 times higher in a
red cell than at infinite dilution. This means that if a molecule
tends to aggregate in a dilute solution, it is even more likely to
do so in a crowded cell14. Biochemists find that complexes
between DNA and the polymerase and between DNA and the
most abundant DNA-binding proteins in bacteria and eukary-
otes—HU proteins and histones, respectively—are all prone
to aggregate in dilute isotonic solutions; therefore, they gener-
ally study them at higher or lower ionic strengths. For exam-
ple, pure bacterial RNA polymerase sediments as an aggregate
at 20–25S in an isotonic buffer, but as a monomer at
12.5–13.5S in ionic strengths above 0.25 (ref. 15), and where
crowding becomes acute (for example, in viral particles or
starved bacteria), DNA precipitates into a semi-crystalline
array16. I will argue that the aggregation of transcription com-
plexes strung along the genome inevitably folds that genome
(Fig. 1a), and where there is no transcription, the effects of
molecular crowding will collapse the genome into the smallest
possible volume.
Genome structure depends on continuing transcription. In liv-
ing bacteria, the nucleoid is found in the interior of the cell, but is
dispersed when transcription is inhibited with rifampicin17. In
eukaryotic cells, DNA sequences originally confined to distinct
territories (or nucleoli or chromocenters) also disperse when
mRNA synthesis is inhibited by 5,6-dichloro-1-!-D-ribofura-
nosylbenzimidazole (DRB) or "-amanitin18; DRB also increases
the mobility of loops in living cells19.

DNA loops formed by clustered polymerases
Consideration of these principles leads to a general model7 (Fig. 1).
Polymerases bind to (and transcribe) transcription units scat-
tered along the genome, and then active transcription com-
plexes aggregate, forming the DNA into a surrounding halo or

‘cloud’ of loops. In bacteria, there are few such clouds; in
eukaryotes, many. Once the stable attachments between an
engaged polymerase, its transcript and template are lost on tran-
scriptional termination, a new, larger loop is generated and the
polymerase becomes free to exchange with others in solution.
Notably, the released transcription unit is still near a polymerase
cluster, favoring re-engagement. Thus, whereas the microscopic
structure changes from moment to moment, the macroscopic
structure is self-organizing and, to some extent, predictable.
Active transcription units are likely to be associated with a clus-
ter, units located adjacent to each other in the primary DNA
sequence tend to attach to the same cluster, groups of active
units separated by a long stretches of inactive DNA aggregate
into separate clusters, and inactive DNA in between will be out
in a loop. Then, each bacterial cell in a culture (or each eukary-
otic cell at the same stage in a developmental pathway) would
contain roughly the same linear array of active transcription
units strung along the chromosome, and roughly the same
number of polymerase clusters (or ‘factories’). But a specified
gene might be out in a loop at one moment and attached the
next, and the precise attachments around that gene in another
cell would rarely be the same. When the bacterial cells adapt as
the culture conditions change (or when eukaryotic cells differ-
entiate), a different constellation of loops forms. An exquisite
functional order underlies the apparent chaos, however; in each
population, a cluster with the appropriate polymerizing
machinery is usually within reach of a potentially active gene.

In this model, active polymerases are immobilized and clus-
tered. This notion clashes with the widely held assumption that
polymerases track along their helical templates as they make
RNA. But is this assumption correct? There is growing evidence
that it is not20. There seems to be no direct evidence to support
it, and immobilized polymerases work as efficiently as their sol-
uble counterparts in vitro21. Logic also suggests that only immo-
bilized polymerases can make transcripts that are free to escape
to the cytoplasm (Fig. 3a), and models involving immobilized
polymerases are now coming into favor20,22. Moreover, engaged
enzymes resist nucleolytic removal from nuclei, suggesting that

Fig. 3 Active polymerases are immobilized and clustered. a, The untwining prob-
lem (i) and a solution (ii), and evidence that active polymerases are attached (iii,
iv). (i) A tracking polymerase (shown here as a nut traveling along a double-heli-
cal bolt; the black arrow illustrates the track) generates a transcript (red) that is
entwined about the template, but no satisfactory mechanism for untwining the
transcript has yet been suggested. (ii) When a fixed polymerase reels in its tem-
plate and extrudes its transcript, the untwining problem does not arise (the
black arrow illustrates the motion of the template). In both cases, torsional stress
accumulates (not shown) and is removed by topoisomerases52. Other formal pos-
sibilities are discussed elsewhere20. (iii) A polymerase (oval) tracks along a chro-
matin loop as it generates a transcript (left). When HeLa cells are permeabilized
in a physiological buffer and treated with a nuclease (arrows; middle) and
detached chromatin fragments are removed, the tracking polymerase should be
lost with the detached chromatin (right). (iv) If the polymerase is attached to a
factory, the engaged polymerase and its transcript should be retained. This is the
result observed, and the kinetics of chromatin detachment are consistent with
the existence of loops of 7.5–175 kb (averaging roughly 86 kb)1. b, Nascent tran-
scripts are concentrated in discrete foci in a human nucleus. HeLa cells were per-
meabilized, nascent transcripts were extended in 5-bromo-UTP, and cryosections
(100 nm) were prepared. The Br-RNA was immunolabeled with FITC (green),
nucleic acids were counterstained with TOTO-3 (red), and a fluorescence image
was collected with a confocal microscope49. Heterochromatin (marked by
intense red fluorescence) is concentrated around the nuclear periphery and the
nucleolus in the interior, whereas nascent transcripts (green) are found in dis-
crete foci in the cytoplasm (where they are made by the mitochondrial poly-
merase), nucleolus (the most intense foci) and nucleoplasm. Under these
conditions, essentially all transcription sites are detected, and, as there are more
active polymerases than foci, each focus must contain a cluster of active poly-
merases and their transcripts. Image provided by A. Pombo. Bar: 2 !m.
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Transcription Factory

RNA polymerase occurs in highly enriched foci: 
Transcription factories

living Bacillus subtillis, P. Cook(Nature Genetics,2002)



Cook’s model of transcription factories

• formation of complexes 
containing RNA polymerase 
and transcription factors

• DNA / chromatin loops 
back due to affinity between 
DNA and proteins

mechanism of 
factory formation?



The solenoid model

• Co-regulated genes are regularly 
spaced on DNA/chromatin.

• Transcription factors induce loops 
by linking co-regulated genes

• Spontaneous organization of focal 
points of transcriptional activity

• Spontaneous organization of 
DNA / chromatin in solenoid

F. Kepes,JMB,2003



Multiple active genes and gene clusters are often located 
together at places in the nucleus that have high local 

concentration of transcription and m-RNA machinery.

Transcription foci



Multiple active genes and gene clusters are often located 
together at places in the nucleus that have high local 

concentration of transcription and m-RNA machinery.

• Actively transcribed genes that are separated by up to 40Mb of 
chromosomal sequence frequently co-localize in the same 
transcription factory.

Transcription foci



Multiple active genes and gene clusters are often located 
together at places in the nucleus that have high local 

concentration of transcription and m-RNA machinery.

• Actively transcribed genes that are separated by up to 40Mb of 
chromosomal sequence frequently co-localize in the same 
trasncription factory.

• Genome is organized into loops and looping plays an important 
role in controlling gene activity by bringing distant genes together 
so that they can bind to local concentrations of local proteins.

Transcription foci

Chaklova et al, Nature Reviews, Genetics,2005
Fraser and Bickmore, Nature 2007



Modeling agglomeration of transcription 
factors

We assume:
Many protein binding domains (N) on DNA.

Each binding domain has K binding sites.

Bivalent transcription factor(TF) can bind to two 
binding sites from two different domains.
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FIG. 1: Schematic representation of a single DNA loop with one looping protein: The looping

protein binds to single binding sites in two binding domains (each binding domain has K binding

sites), leading to a binding free-energy gain of fb. A DNA loop leads to a entropy loss s.

for protein agglomeration resulting from the combination of these ingredients. Later in this

paper, we introduce a mean-field model which can be solved analytically by mapping it

to a restricted random-graph ensemble. We solve it generalizing a microscopic mean-field

approach developed by Engel et. al [13].

The basic mechanism — As shown in Fig. 1, there are two competing effects related to

DNA looping: First, the binding of a linking protein introduces some free-energy difference

−fb (for example in case of lac operon fb is of order 10-15 kcal/mol [14]). The second

contribution comes from the fact that each loop reduces the conformational entropy of the

DNA, thus a link leads to a total free-energy difference of ∆F = −fb +Ts, with T being the

temperature. In principle s depends on the length of the loop and on the DNA stiffness, cf.

[12]. For this qualitative argument (and also for the mean-field approach) we do not take

care of this dependence and use the entropy loss of a typical-length loop.

Now, as shown in Fig. 2, we introduce a second loop, and the total free-energy difference

to the unlooped configuration becomes ∆F = −2fb + 2Ts. There are two possible cases

for the relative positions of the two loops: First, the loops are distant, and the binding of

another linker protein has to introduce a new loop. Second, loops share one BD. Then also

3

Modeling agglomeration of transcription 
factors

We assume:
Many protein binding domains (N) on DNA.

Each binding domain has K binding sites.

Bivalent transcription factor(TF) that can bind to 
two binding sites from two different domains.



Agglomeration via DNA looping

No loop, no linker bound:

∆F = 0



Agglomeration via DNA looping

One loop, one linker bound:

∆F = −Eb + T∆S



Agglomeration via DNA looping

Two loops, two linkers bound:

∆F = −2Eb + 2T∆S



Agglomeration via DNA looping

Two loops, three linkers bound:

∆F = −3Eb + 2T∆S



Mean-field modeling



Mean-field modeling

‣ can be modeled via the network of protein contacts

•     binding sites are nodes

•     doubly bound proteins are links

‣ each link contributes binding energy

‣ each connected component of     nodes contributes

‣ each CC of     nodes might contain up to                   links

−Eb

n

∆F = −MEb + T∆S
∑

n

(n− 1)Ncc(n)

n n(n− 1)/2

(n− 1)T∆S

N

M



Mean-field modeling

Partition function:

∆F = −MEb + T∆S
∑

n

(n− 1)Ncc(n)

= −MEb − TNcc∆S + const

Z =
∑

graphs

exp
{

1
T

MEb + Ncc∆S

}



An equivalent random-graph ensemble

• a priori distribution of a sparse random graph

• weighted with respect to number of connected components

P0(G|γ, N) = e−γN
( γ

N

)M

P (G|γ, q,N) =
1

Z(γ, q,N)
P0(G|γ, N) qNcc



Random graph with maximum degree K

K binding sites per binding domain. 

Number of ways of binding d proteins to a binding domain:

pd =
1
N

(
N

d

) ( γ

KN

)d (
1− γ

KN

)N−d
Θ(K − d)MK,d

Probability of a graph G, with L(G) edges:

P ({Ji,j}, γ, N) =
1
N

∏

i<j

[
(1− γ

KN
)δJi,j ,0 +

γ

KN
δJi,j ,1

] ∏

i

K!
K −

∑
j Ji,j

Θ(κ−
∑

j

Ji,j)



Random graph with maximum degree K

For finite K, we assume: adding a typical vertex/edge to a large 
random graph, does not change its properties significantly.

P (C, d; γ, N + 1) =
∑

∆C

Kd(∆C)P (C + ∆C; γ, N)

Kd(∆C) : extra weight of adding a new vertex



Random graph with maximum degree K

For finite K, we assume: adding a typical vertex/edge to a large 
random graph, does not change its properties significantly.

P (C, d; γ, N + 1) =
∑

∆C

Kd(∆C)P (C + ∆C; γ, N)

Kd(∆C) : extra weight of adding a new vertex

: probability of finding free binding site inside the giant component.π

π =
(K − d̄in)ν

K − d̄

: fraction of binding domains inside the giant componentν



Random graph with maximum degree K

For finite K, we assume: adding a typical vertex/edge to a large 
random graph, does not change its properties significantly.

P (C, d; γ, N + 1) =
∑

∆C

Kd(∆C)P (C + ∆C; γ, N)

Kd(∆C) ∝ pd

d∑

d0=0

πd0(1− π)d−d0δ(∆C, d− d0 − δ(d0, 0))

Kd(∆C) : extra weight of adding a new vertex

: probability of finding free binding site inside the giant component.π

π =
(K − d̄in)ν

K − d̄



Three order parameters in the system 

ν = 1− q

q − 1 +
(
1 + γπ

K(1+x)

)K

π =
1

K − c

(
νK − c +

(1− ν)Kx

1 + x

)
(1)

c =
K(1− ν)x
q(1 + x)

[
q − 1 +

1+(q−1)π
1− π

(
1+ν(q−1)

1− ν

)K−1
K

]

π, ν, γ , given by:

: fraction of binding domains inside the giant component.ν

: probability of finding free binding site inside the giant component.π
: average number of transcription factors/binding domain.c



π = − 2K[c(K−1)−K]
c2(K−1)[2+K(q−2)]

{ν, π, γ} = {0, 0, cqK/(K − c)}

Expanding around the fixed point :

Percolation transition  for 

ccritical = K/(K − 1)

q < qcritical = 2− 2/K

at:



Phase Diagram:

K=10

K=5

K=3

K=100

c

q
 0.8

 1.5

 1.6

 1.7

 0.1  1  10

 1.3

 1.2

 1.1

 1

 0.9

 1.4

: usual random graph with poisson degree 
distribution.

: cont. transition for q<1 for c = 2

K →∞

K = 2
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FIG. 3: Phase diagram for protein agglomeration in mean-field description for K = 3, 5, 10, 100:

Below the line, no extensive CC exists. Above, a finite fraction of all links and vertices is collected

in the largest CC. The transition is continuous on the left, discontinuous on the right side of the

diamonds. Inset: Fraction of vertices collected in the largest component as function of q = es, for

c = 0.8 and K = 20. The full line is the analytical result of Eqs. (4), the symbols show results

of MC simulations for N = 5000, each symbol is an average over 900 independent equilibrium

configurations.

binding domains and proteins agglomerate collectively.

We expect that the condition of bivalency of the proteins can be relaxed towards proteins

binding only simply to DNA, but having attractive protein-protein interactions. This latter

mechanism is known to introduce DNA loops in distal gene regulation. In a future project,

we will extend our model to this case, but we do expect the general picture to be unchanged.

In its minimal character, the model might miss some important properties of the biological

8

Comparison with simulations

K=20, N=5000,M=2000



Length dependence
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Assuming DNA to be a Gaussian chain, entropy loss:

sl =
3
2

ln(l/l0)



Summary

As entropy cost of loops increases, the formation of cluster 
happens at lower and lower concentration of TFs (consistent 

with experimental observations for    phage ).

Transcription factories are a result of multiplicity of 
binding domains (with K>2).

We obtained the full phase diagram for atypical 
random-graphs (with weight associated with number of 

clusters) for finite degree cutoff.

λ


