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                            Observing LAEs and LBGs

Lyα emitters at z = 6.5 3

§ 5. Some discussions of the implications for reionization
based on our results are made in § 6, and the summary
of the paper is given in § 7.

Throughout the paper, we analyze in the flat ΛCDM
model: Ωm = 0.3, ΩΛ = 0.7, and H0 = 70 h70kms−1

Mpc−1. These parameters are consistent with recent
CMB constraints (Spergel et al. 2006). Magnitudes are
given in the AB system.

2. NEW SPECTROSCOPIC CONFIRMATION

Our z6p5LAE photometric candidate sample in the
SDF was presented in T05, in which sample selection
and star formation rate density were discussed. The
sample was based on the flux excess objects in nar-
rowband NB921 (λc = 9196 Å, FWHM=132 Å) im-
age compared with the very deep broadband images of
the SDF (Kashikawa et al. 2004). Our comoving sur-
vey volume was as large as 2.17 × 105 h−3

70 Mpc3. In
T05, we found 58 photometric candidates of z6p5LAEs
down to NB921 = 26.0 (5 σ) in the effective survey re-
gion of 876 arcmin2; nine of them had been confirmed
as real by spectroscopy. In this section, we describe our
extended spectroscopic confirmations of z6p5LAEs after
T05. Table 1 summarizes our spectroscopic identifica-
tions of NB921-excess objects in the SDF over the last
three years. In summary, we have hitherto taken spec-
troscopy for 22 objects that meet the photometric se-
lection criteria of z6p5LAE and confirmed that 16 are
really LAEs based on their asymmetric line profiles, one
is an [O iii] emitter, and five are faint single-line emit-
ters. We have also included another spectroscopically
identified z6p5LAE discovered serendipitously.

2.1. Keck II DEIMOS Spectroscopy

The z6p5LAE candidates were observed with the Keck
II DEIMOS (Faber et al. 2003) spectrograph on UT 2004
April 23 − 24. We also allocated slits for NB921-strong
(z′ − NB921 > 1) emitters, irrespective of their (i′ − z′)
color as a LAE criterion in order to see how our selec-
tion criteria work. We used four multiobject spectro-
scopic (MOS) masks with an 830 line mm−1 grating and
a GG495 order-cut filter for each 7000-9000 s. integration
time. The central wavelength was set to 7500 Å for one
of the four MOS masks and 8100 Å for the other three
masks. The slit width was 1′′.0 with 0.47 Å pixel−1,
giving a resolving power of ∼ 3600. The wavelength cov-
erage was ∼ 5000 − 10, 000 Å, depending on position in
the mask. The typical seeing size was 0′′.55 − 1′′.0 dur-
ing the observation. Our z6p5LAEs were almost spatially
unresolved on an NB921 image with 0′′.98 seeing size.
Assuming that our LAEs were also spatially unresolved
on the slits, the effective spectral resolution may be bet-
ter, depending on the source size (Rhoads et al. 2003).
We also obtained spectra of standard stars BD +28 4211
and Feige 110 for flux calibration. The data were re-
duced with the spec2d pipeline16 for DEEP2 DEIMOS
data reduction.

We allocated slits for 18 target z6p5LAE candidates,
as well as NB921-strong emitters. Four of them were ap-
parent [O iii] emitters showing their characteristic double

16 The data reduction pipeline was developed at University of
California, Berkeley, with support from National Science Founda-
tion grant AST 00-71048.

Fig. 1.— Spectra of eight spectroscopically confirmed z6p5LAEs.
“F” (“D”) in parentheses indicates that the object was observed
with FOCAS (DEIMOS). The sky spectrum is overplotted on the
bottom panel with an arbitrary flux scale. The spectrum of SDF
J132518.4+272122 which was identified as a LAE in this study
already appeared in T05.
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A panchromatic view of high-z 
galaxies:  theorist’s wish list

• Explaining the observables and constraints on 
reionization

• Connecting diverse galaxy populations : Lyman  
  Alpha Emitters (LAEs) & Lyman Break Galaxies (LBGs)

• The evolution of the Luminosity function (LF): density 
or luminosity driven?

• Linking these high-z galaxies to the local Universe
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reionization?

The Astrophysical Journal, 734:119 (19pp), 2011 June 20 Kashikawa et al.

Figure 7. Comparison of the cumulative Lyα LFs of LAEs at z = 6.5 (red-
shaded region) and z = 5.7 (blue-shaded region). We estimated the acceptable
Lyα LF ranges as specified by the upper and lower limits. The upper limit was
estimated assuming that all the uncertain (referred to as “single,” “ND,” and
“wo/spec” in Table 4) photometric candidates are really LAEs, and the lower
limit was estimated assuming that all the uncertain candidates are not LAEs,
i.e., using only the pure spectroscopically identified LAE sample. In both the
upper and lower limit estimates, we corrected for the detection completeness by
number weighting according to the NB magnitude. Error bars evaluated by the
Poisson errors are shown in some average data points between the upper limits
and lower limits. The short-dashed lines (red for z = 6.5 and blue for z = 5.7)
show the fitted Schechter LFs in the case of α = −1.5. As a comparison, the
green long-dashed line shows the Lyα LF at z = 6.5 from Ouchi et al. (2010),
and the green dot-dashed line shows that of Hu et al. (2010).

Table 5
Best-fit Schechter Parameters for LAE LF at z = 6.5 and 5.7 of the SDF

Sample α L∗ φ∗

(Fix) log(/h−2
70 erg s−1) log(/h3

70 Mpc−3)

z = 6.5 −1.7 42.82+0.10
−0.10 −3.40+0.22

−0.18

−1.5 42.76+0.10
−0.10 −3.28+0.20

−0.20

−1.3 42.70+0.10
−0.10 −3.20+0.20

−0.18

z = 5.7 −1.7 43.12+0.06
−0.04 −3.74+0.06

−0.08

−1.5 43.02+0.06
−0.06 −3.56+0.08

−0.10

−1.3 42.94+0.06
−0.06 −3.34+0.10

−0.08

smaller than the λc due to a strong Lyman break in the continuum
as well as to the asymmetric Lyα line profile. This trend would
be expected if the transmission curve of the NB filter was
nearly a top-hat shape; however, we used NB filters with almost
Gaussian-shaped transmission curves, as shown in Figure 4. For
these filters, photometrically estimated line flux would maintain
the observed NB excess by decreasing when the line peak shifted
farther away, whether it was redder or bluer, from the λc. As
a result, the photometric line flux was largely underestimated
when an emission line was really located in the redder part of the
NB transmission, whereas in the blue portion, an underestimate
due to the low transmission was balanced by an overestimate
due to the continuum Lyman break. We confirmed these trends
by numerical experiment. As the observed line-peak distribution
deviated to blue, the systematic error in the photometric estimate
of Lyα line would be small. In our Monte Carlo simulation, we

Figure 8. Error ellipses of the best-fit Schechter parameters φ∗ and L∗ of Lyα
LF given a fixed α = −1.5. The lower ellipse (red) is for LAEs at z = 6.5, and
the upper ellipse (blue) is for z = 5.7. The inner and outer solid ellipses are the
1σ and 3σ confidence levels, respectively.

found that the systematic error caused by this trend was as
small as σ (log(L∗)) = 0.04 and 0.06 for z = 5.7 and 6.5,
respectively. We also performed a Monte Carlo simulation to
investigate any possible distortion that the discrepancy, as seen
in Figures 5 and 6, between spectroscopically measured and
photometrically inferred Lyα luminosities could have on the
result. When Gaussian random error with the same scatter as
in Figures 5 and 6 was assigned to each Lyα luminosity, the
best-fit Schechter parameters, given α = −1.5, only changed
by σ (log(L∗)) = 0.023 and σ (log(φ∗)) = 0.042 for z = 6.5
and σ (log(L∗)) = 0.042 and σ (log(φ∗)) = 0.070 for z = 5.7,
which were negligible.

4.2.2. Comparisons with Other Studies

The Schechter parameters derived in this study are almost
identical to previous estimates by S06 for z = 5.7, whereas
at z = 6.5, the values in this study fell between the previous
estimates of the upper and lower limits. These parameters are
also consistent, within the errors, with independent studies by
Ouchi et al. (2008, 2010) for z = 6.5 and 5.7. The estimates
at z = 6.5 given by Hu et al. (2010) differed by the largest
amount from our estimate, especially at faint luminosities. Their
estimated Lyα LF was almost a factor of three (five) lower than
estimates of K06, Ouchi et al. (2008, 2010) at their faintest bin at
logL(Lyα) ∼ 42.8 at z = 6.5 (5.7). Hu et al. (2010) claimed that
the difference might be mainly caused by a large contamination
in the photometric sample, if present; however, the present
study, based on a large number of spectroscopic confirmations,
completely disallows this interpretation. As shown in Section 3,
the contamination of our sample was as low as !20%, evaluated
by the spectroscopic results, and the sample completeness was
as high as "85% for both the z = 6.5 and 5.7 samples. The
photometric LAE selection of Ouchi et al. (2008, 2010) nearly
matches this study, so their sample is probably also less affected
by contamination. The reason for the difference in the two
evaluations at the faint end is unclear because the data reduction,

10
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Theoretical models: interpreting the data

4 Mark Dijkstra, Stuart Wyithe & Zoltán Haiman

Figure 2. The Lyα luminosity function (LF) at z = 5.7 and
z = 6.5. The red squares and blue circles represent data from Shi-
masaku et al (2006, z = 5.7) and Kashikawa et al (2006, z = 6.5).
Overplotted as solid lines are the best fit models. For complete-
ness, we have shown the z = 7.0 LF (black dashed line), taking
our best fit model to the z = 6.5 data and evolving only the mass
function between z = 7.0 and z = 6.5. The triangle represents the
z = 7.0 galaxy discovered by Iye et al. (2006), which is consistent
with the model LF.

In Figure 2 we show the best fit models at z = 6.5 and
z = 5.7. Clearly, the models provide an adequate fit to the
data. We also show the model z = 7.0 LF (black dot-dashed
line), under the assumption that only the halo mass function
evolved between z = 6.5 and z = 7.0. The triangle represents
the density implied by the z = 7.0 galaxy discovered by
Iye et al. (2006). This density is consistent with the model
LF at the 1−σ level, suggesting that no drastic change in the
IGM transmission is required between z = 6.5 and z = 7.0.

At z = 5.7 the duty cycle was found to lie in the
range εDC = [0.03, 1.0], while at z = 6.5 this range was
εDC = [0.1, 1]. The likelihood in εDC therefore extends over
more than 1 dex in each case. As a result, the a-posteriori
probability for εDC is quite sensitive to the choice of a prior
probability. Thus the data do not really constrain the duty
cycle. Therefore, in the right panel of Figure 1, we show
slices through the likelihood surface at εDC = 0.06 and at
εDC = 0.6 respectively, normalised to a peak of unity. The
distribution of f∗Tα at z = 5.7 and z = 6.5 are shown as
the black solid and red dotted lines. For fixed εDC, the most
likely values of f∗Tα are common at both redshifts. Assum-
ing that f∗ does not evolve between z = 5.7 and z = 6.5, it
therefore follows that the IGM transmission need not evolve
significantly between z = 5.7 and z = 6.5 in order to explain
the evolution of the LF. Thus the evolution in the observed
LF may be attributed to the mass function of dark matter
halos alone. This is explored in more detail in § 4.1.

Note that the best fit values for f∗Tα = [0.01 − 0.05]
meet our prior expectations. For f∗ = 0.1, we find Tα =
0.1 − 0.5, which corresponds to the range of transmissions
found in Dijkstra et al. (2007). In our best-fit models, the
mass range of Lyα emitters is Mtot ∼ 4 − 42 × 1010M" at
z = 5.7 and Mtot ∼ 6 − 32 × 1010M" at z = 6.5.

is compensated for by changing f∗Tα only by half an order of
magnitude.

Figure 3. Likelihood contours at 64%, 26% and 10% of the peak
likelihood in the (Tα,57/Tα,65, f∗Tα,57)-plane, for three different
duty cycles εDC. The models that provide the best fit to the
observed LFs have Tα,57/Tα,65 ∼ 0.8 − 1.5. Therefore, the best
fit-models do not favour a large change in the opacity of the IGM
to Lyα photons emitted by galaxies.

4.1 Evolution of IGM Transmission

In this section we investigate the evolution of the IGM trans-
mission, Tα in more detail. We found that the observed LFs
can be described by models over a large range in duty cycle
εDC. Here, we fix the duty cycle and f∗ to be common be-
tween z = 5.7 and z = 6.5, and vary the parameters f∗Tα,57

and R ≡ Tα,57/Tα,65, where Tα,57 and Tα,65 are the IGM
transmission at z = 5.7 and z = 6.5, respectively. We com-
pute model LFs on a grid in the (R, f∗Tα,57)-plane and si-
multaneously fit to the observed LFs at z = 5.7 and z = 6.5.

The results of this calculation are shown in Figure 3.
Here, likelihood contours at 64%, 26% and 10% of the peak
likelihood are plotted in the (R, f∗Tα,57)-plane for 3 different
duty cycles (εDC = 0.01, 0.1 and 0.5). The likelihood-curves
shift towards higher f∗Tα,57 for larger values of εDC due
to the degeneracy noted above. This figure shows that the
ratio R ≡ Tα,57/Tα,65 is close to 1 (within <∼2 − σ) for all
reasonable values of εDC. Therefore, the observed evolution
in the Lyα LF can be attributed to the evolution of the mass
function of dark matter halos.

4.2 Constraints on Transmission from the Lyα
and UV-Luminosity Functions.

In the previous section we derived constraints on the ratio
Tα,65/Tα,57 using a simple model for the Lyα LF in which
the star formation rate in a galaxy increases in proportion
to Mtot, the total mass of its host dark matter halo. We
showed that the observed evolution in the Lyα LF can be
attributed to the evolution of the mass function of dark mat-
ter halos. As evidenced by Figure 3, our exact constraints
are somewhat dependent on the unknown model parameter
εDC. The goal of this section is to obtain constraints on Tα

that are independent of any of our model parameters, and
more generally, to obtain constraints that are independent
of the model that underlies the Lyα LF.

Kashikawa et al. (2006) found that the rest-frame UV-
LF of LAEs does not evolve between z = 5.7 and z = 6.5.

c© 2006 RAS, MNRAS 000, 1–8
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our best fit model to the z = 6.5 data and evolving only the mass
function between z = 7.0 and z = 6.5. The triangle represents the
z = 7.0 galaxy discovered by Iye et al. (2006), which is consistent
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In Figure 2 we show the best fit models at z = 6.5 and
z = 5.7. Clearly, the models provide an adequate fit to the
data. We also show the model z = 7.0 LF (black dot-dashed
line), under the assumption that only the halo mass function
evolved between z = 6.5 and z = 7.0. The triangle represents
the density implied by the z = 7.0 galaxy discovered by
Iye et al. (2006). This density is consistent with the model
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IGM transmission is required between z = 6.5 and z = 7.0.
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mission, Tα in more detail. We found that the observed LFs
can be described by models over a large range in duty cycle
εDC. Here, we fix the duty cycle and f∗ to be common be-
tween z = 5.7 and z = 6.5, and vary the parameters f∗Tα,57

and R ≡ Tα,57/Tα,65, where Tα,57 and Tα,65 are the IGM
transmission at z = 5.7 and z = 6.5, respectively. We com-
pute model LFs on a grid in the (R, f∗Tα,57)-plane and si-
multaneously fit to the observed LFs at z = 5.7 and z = 6.5.

The results of this calculation are shown in Figure 3.
Here, likelihood contours at 64%, 26% and 10% of the peak
likelihood are plotted in the (R, f∗Tα,57)-plane for 3 different
duty cycles (εDC = 0.01, 0.1 and 0.5). The likelihood-curves
shift towards higher f∗Tα,57 for larger values of εDC due
to the degeneracy noted above. This figure shows that the
ratio R ≡ Tα,57/Tα,65 is close to 1 (within <∼2 − σ) for all
reasonable values of εDC. Therefore, the observed evolution
in the Lyα LF can be attributed to the evolution of the mass
function of dark matter halos.

4.2 Constraints on Transmission from the Lyα
and UV-Luminosity Functions.

In the previous section we derived constraints on the ratio
Tα,65/Tα,57 using a simple model for the Lyα LF in which
the star formation rate in a galaxy increases in proportion
to Mtot, the total mass of its host dark matter halo. We
showed that the observed evolution in the Lyα LF can be
attributed to the evolution of the mass function of dark mat-
ter halos. As evidenced by Figure 3, our exact constraints
are somewhat dependent on the unknown model parameter
εDC. The goal of this section is to obtain constraints on Tα

that are independent of any of our model parameters, and
more generally, to obtain constraints that are independent
of the model that underlies the Lyα LF.

Kashikawa et al. (2006) found that the rest-frame UV-
LF of LAEs does not evolve between z = 5.7 and z = 6.5.

c© 2006 RAS, MNRAS 000, 1–8

1. Semi-analytics: reionization over by z~6.6
Dijkstra+07, Dayal+08, Tilvi+09

• Lya LF at z~5.7,6.6 perfectly explicable solely with an evolution of the 
underlying mass function 

• About 20% decrease in IGM Lya transmissivity between z~5.7 and 6.6 
consistent with a pure IGM density evolution (~30%).

• Reionization does NOT shape the Lya LFs between z~5.7 and 6.6 (contrary 
results found by Kobayashi+2007).

Dijkstra+07
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2. N-body simulations : reionization effects on LAE clustering
McQuinn+08, Orsi+09
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Figure 10. Angular correlation function of emitters at z =
6.6, assuming that observed emitters reside in halos with
m exp(−τα(ν0)) > 7 × 1010 M!. The curves in the top panel
are calculated in the same volume and with the same number of
emitters, 58, as the SDF photometric sample. The bottom two
panels are in a volume a slightly larger volume than the upcom-
ing 1 sq. deg. Subaru/XMM-Newton Deep Survey (SXDS), with
250 emitters in the middle panel and with 190 in the bottom
one. The thick error bars owe to shot noise, and the thin owe
to shot noise plus cosmic variance. To calculate these errors, we
conservatively assume Fc = 0.25 in the top two panels (Fc = 0 in
the bottom panel). Current surveys can potentially distinguish an
ionized universe (the curves labeled “intrinsic”) from a universe
with x̄i ! 0.5.

vey, we generate these mock catalogs in as many spatially
independent volumes as our 186 Mpc simulation box allows,
and we do this computation for τα(ν0) calculated along the
î, ĵ, and k̂ directions. (For the SDF, 20 spatially indepen-
dent surveys can fit into the simulation box, leading to 60
mock catalogs. In practice, we construct many times more
overlapping mock catalogs than this number to obtain all
the information that is available from the simulation box.)
In addition, we compute wE(r) and CE from all the ha-
los above mmin in each mock survey region, and then we
subtract out the shot noise contribution to determine the
cosmological part of the covariance matrix. This procedure
takes advantage of the fact that the cosmological contribu-
tion to wE(r) and CE does not depend on fE, allowing us to
reduce the uncertainty in our estimates for these quantities.

Figure 10 plots the correlation function of LAEs at z =
6.6 and mmin = 7 × 1010 M!. The pessimistic estimate in
Kashikawa et al. (2006) for the contamination fraction of the
SDF photometric sample is Fc = 0.27, and Kashikawa et al.
(2006) estimate that the contamination is probably closer
to Fc = 0.16. We set Fc = 0 for the spectroscopic survey
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Figure 11. Angular correlation function of emitters at z = 6.6
measured from independent volumes in the 186 Mpc simulation
box of model (i) for x̄i ≈ 1 (solid curves) and for x̄i = 0.5
(dashed curves). The curves in the top two panels are calcu-
lated in the same volume and with the same number of objects,
58, as the SDF photometric sample, and the curves in the bot-
tom panel are calculated from 250 emitters in an area that is
slightly larger than the upcoming SXDS. These curves assume
that m exp(−τα(ν0)) > 5 × 1010 M!, and there are 8 curves in
each set. The thick solid line with circles in the top two pan-
els is the 2-D correlation of the SDF photometric sample at
z = 6.6 (Kashikawa et al. 2006). The insets magnify the region
4 Mpc/h < r < 20 Mpc/h.

curves (bottom panel) and Fc = 0.25 for the photometric
surveys (middle and top panels). We also lower the number
of emitters in the mock spectroscopic surveys by 1 − Fc,
where Fc is the contamination fraction in the photometric
sample. As shown in Section 2.3, foreground contamination
will bias the estimate for the measurement of the correlation
function by the factor (1 − Fc)

2. Rather than plot biased
curves for wE in Figure 10, we instead divide the Poisson
errors by ≈ (1 − Fc)2, which is statistically equivalent.

The top panel in Figure 10 displays the average cor-
relation function for several clustering models, generated
in mock surveys with the same dimensions as the SDF
(34′ × 27′ × 130 Å) and with 58 emitters – the number of
LAEs in the SDF photometric sample. As we saw Section
5 for PE, the amplitude of wE increases with decreasing x̄i.
Interestingly, for x̄i < 0.3 a bump appears in the correlation
function at ! 1 pMpc. The thick error bars in Figure 10
account for shot noise and the thin error bars include both
shot noise and cosmic variance. Note that the cosmic vari-
ance errors in the top panel are important, particularly on
large scales. The impact of cosmic variance is relatively in-
dependent of the flux sensitivity of the survey. Therefore, a

Increasing 
neutral IGM 
increases the 
measured 
clustering of 
LAEs

58 LAEs

250 LAEs

190 LAEs

McQuinn+08
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with x̄i ! 0.5.

vey, we generate these mock catalogs in as many spatially
independent volumes as our 186 Mpc simulation box allows,
and we do this computation for τα(ν0) calculated along the
î, ĵ, and k̂ directions. (For the SDF, 20 spatially indepen-
dent surveys can fit into the simulation box, leading to 60
mock catalogs. In practice, we construct many times more
overlapping mock catalogs than this number to obtain all
the information that is available from the simulation box.)
In addition, we compute wE(r) and CE from all the ha-
los above mmin in each mock survey region, and then we
subtract out the shot noise contribution to determine the
cosmological part of the covariance matrix. This procedure
takes advantage of the fact that the cosmological contribu-
tion to wE(r) and CE does not depend on fE, allowing us to
reduce the uncertainty in our estimates for these quantities.

Figure 10 plots the correlation function of LAEs at z =
6.6 and mmin = 7 × 1010 M!. The pessimistic estimate in
Kashikawa et al. (2006) for the contamination fraction of the
SDF photometric sample is Fc = 0.27, and Kashikawa et al.
(2006) estimate that the contamination is probably closer
to Fc = 0.16. We set Fc = 0 for the spectroscopic survey
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Figure 11. Angular correlation function of emitters at z = 6.6
measured from independent volumes in the 186 Mpc simulation
box of model (i) for x̄i ≈ 1 (solid curves) and for x̄i = 0.5
(dashed curves). The curves in the top two panels are calcu-
lated in the same volume and with the same number of objects,
58, as the SDF photometric sample, and the curves in the bot-
tom panel are calculated from 250 emitters in an area that is
slightly larger than the upcoming SXDS. These curves assume
that m exp(−τα(ν0)) > 5 × 1010 M!, and there are 8 curves in
each set. The thick solid line with circles in the top two pan-
els is the 2-D correlation of the SDF photometric sample at
z = 6.6 (Kashikawa et al. 2006). The insets magnify the region
4 Mpc/h < r < 20 Mpc/h.

curves (bottom panel) and Fc = 0.25 for the photometric
surveys (middle and top panels). We also lower the number
of emitters in the mock spectroscopic surveys by 1 − Fc,
where Fc is the contamination fraction in the photometric
sample. As shown in Section 2.3, foreground contamination
will bias the estimate for the measurement of the correlation
function by the factor (1 − Fc)

2. Rather than plot biased
curves for wE in Figure 10, we instead divide the Poisson
errors by ≈ (1 − Fc)2, which is statistically equivalent.

The top panel in Figure 10 displays the average cor-
relation function for several clustering models, generated
in mock surveys with the same dimensions as the SDF
(34′ × 27′ × 130 Å) and with 58 emitters – the number of
LAEs in the SDF photometric sample. As we saw Section
5 for PE, the amplitude of wE increases with decreasing x̄i.
Interestingly, for x̄i < 0.3 a bump appears in the correlation
function at ! 1 pMpc. The thick error bars in Figure 10
account for shot noise and the thin error bars include both
shot noise and cosmic variance. Note that the cosmic vari-
ance errors in the top panel are important, particularly on
large scales. The impact of cosmic variance is relatively in-
dependent of the flux sensitivity of the survey. Therefore, a

58 LAEs

58 LAEs

250 LAEs

At 2-sigma 
level, LAE 
data at z~6.6 
more 
compatible 
with a fully 
ionized IGM 
as compared 
to one that 
is half 
neutral.

2. N-body simulations : reionization effects on LAE clustering
McQuinn+08, Orsi+09

McQuinn+08
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 1. SPH simulations (GADGET3)
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/h
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pc

3. SNII dust enrichment

5. IGM Transmission
 

Obtain the escape 
fraction of UV photons, 

Only free parameter to 
match LAE Lya LF is  This fixes the UV 

luminosities of all galaxies.

2. Intrinsic spectrum (SB99)

Dayal+09,10,11,12

4. Clustered galaxies

3. Cosmological SPH simulations : dust and reionization
 Iliev+08; Nagamine+10; Jensen+12; Jeeson-Daneil+12; Baek+12; Zheng+11,12
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3. Cosmological SPH simulations : dust and reionization
Dayal+09,10,11; Nagamine+08; Forero-Romero+11

�HI ⇠ 10�5

• Clustering effects negligible for a fully ionized IGM (z~6.6) but important even 
for a neutral fraction of 10% (z~7.6).

• To explain z~5.7 data, require a larger escape fraction of continuum photons 
wrt Lya: hints of clumped dust (e.g. Neufeld 1990)?

Dayal+10

fc ⇠ 0.22

fc ⇠ 0.37

f↵ ⇠ 0.30

f↵ ⇠ 0.30

�HI ⇠ 10�5

Excluding clustering

Including clustering

f↵/fc ⇠ 0.6
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Lya escape fraction6 Matthew Hayes et al.
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Fig. 1.— The redshift evolution of fLyα
esc . Publication codes are listed in the footnote to Table 1. z = 3.1 and 5.7 points have been

artificially shifted by ∆z = 0.08 for clarity. The point from (Hibon et al. 2010) takes, according to our definition, a value of zero. It is
therefore displayed at a value of 0.002 to permit visualization on a logged axis. The solid red line shows the best fitting power-law to points
between redshift 0 and 6, which takes an index of ξ = 2.6 and is clearly a good representation of the observed points over this redshift
range. It intersects with the fLyα

esc =1 line (dotted) at redshift 11.1.

extreme scenarios, there is no requirement for the inte-
gral over the scaled LF to be equivalent. Nagamine et al.
(2008) present duty cycles of 0.07 and 0.2 at z = 3 and 6,
respectively. However, before they compute these scal-
ings the observed LFs are shifted along the luminosity
axis by IGM attenuation factors of 0.82 (z = 3) and 0.52
(z = 6), which also need to be applied for a compari-
son with our estimate. Thus in the duty cycle scenario,
the volumetric escape fractions that one would infer from
the study of Nagamine et al. (2008) are 6 % at z = 3 and
10 % at z = 6. Again this agrees very well with our mea-
surement at z ≈ 3 but compared with our estimates at
z = 6 is an underestimate of around the same magnitude
as their escape fraction method.
In contrast, using similar SPH galaxy formation mod-

els but modified prescriptions for Lyα production and
transmission, as well as a different reionization history,
Dayal et al. (2009) find Lyα escape fractions of 30 % at
both z = 5.7 and 6.5, which corresponds exactly with our
measurements. Similar values of fLyα

esc ∼ 23–33% have
also been obtained in the follow-up work of Dayal et al.
(2010), although they include also an IGM transmission
of Tα = 0.48. Throughout this paper we have made sure
not to apply any IGM correction, since the value of Tα

remains poorly constrained, even theoretically, and from
an observational perspective there is no strong evidence
for exactly how close the IGM comes to a narrow Lyα
line. As with the Madau (1995) prescription, it is likely
that this IGM transmission is too low when considering
lines that are systematically redshifted by the kinemat-
ics of the ISM, which would drive up these theoretical
estimates of the Lyα escape fraction.
Adopting a similar method of LF scaling by luminosity,

Le Delliou et al. (2005) found that an escape fraction of
2 % was sufficient to match observed Lyα LFs with their
predictions based upon semi-analytical models between
z = 2 and 6, with the same machinery able to predict the

clustering properties of Lyα emitters (Orsi et al. 2008).
This is at the lower end of being consistent with our z = 3
measurements, and should the same escape fraction hold
at z = 0.3, would also be consistent with our estimates
in the nearby universe. However, the Le Delliou et al.
(2005) escape fraction is highly inconsistent with our es-
timates at higher redshift. These semi-analytical models,
using the prescription of Baugh et al. (2005), categorized
star-formation as occurring in two discrete modes, with
a normal Salpeter IMF (α = −1.35) assigned to quies-
cent star-formation and a flat IMF (α = 0) for bursting
systems. This flat IMF increases the ionizing photon
production at a given SFR by a factor of ten and was
implemented as a requirement in order to reproduce the
population of sub-mm selected galaxies at z > 2. How-
ever as noted by Le Delliou et al. (2006), the fraction of
total star-formation that occurs in bursts increases from
5 % at z = 0 to over 80 % at z = 6, and thus their
model implies that by the z = 5.7 points, effectively
all stars are formed in environments where ionizing pho-
tons are greatly over-produced compared to the present
day. However, should this requirement of the flat IMF be
removed and Salpeter applied throughout, the intrinsic
rate of production of ionizing photons would be decreased
by a factor of 3 at z = 3.1 where the star-formation is
shared evenly between bursting and quiescent systems.
This would bring the fLyα

esc estimate to 11 % at this red-
shift. At z = 6, fLyα

esc =16 % would be found by replacing
the flat IMF with Salpeter. These numbers are indeed
very similar to the SPH models of Nagamine et al. (2008)
but inconsistent with those of Dayal et al. (2009) and our
own estimates based upon observation. It is interesting
to point out, however, that the IMF assumption has lit-
tle effect on the z ≈ 0.3 points where, in their model, the
quiescent mode of star-formation dominates.

Dayal+10
Hayes+10

Drop in Lya 
escape fraction 
between z~7-8: 
effect of 
increasingly 
neutral IGM

Glimpsing through high-redshift fog 361

Figure 1. Left-hand panel: Evolution of the volume filling factor of ionized regions for the early (red solid lines) and late (blue dotted lines) reionization
models. Middle panel: Volume-averaged photoionization rate !−12 = !H I/10−12 s−1. The filled circles, empty circles, filled triangles and empty triangles show
results obtained by F06, MM01, B05 and B07, respectively. Right-hand panel: Evolution of the neutral hydrogen fraction. Thick lines represent average results
over 100 lines of sight, while the thin lines denote the upper and lower neutral hydrogen fraction extremes in each redshift interval. Solid circles represent
neutral hydrogen fraction estimates by F06; empty squares denote the results obtained in this work.

concerning the IGM density distribution. When measuring !H I at
5 < z < 6, F06 assume the density PDF given by Miralda-Escudé,
Haehnelt & Rees (2000), hereafter MHR.3 We instead adopt an
LN model which predicts a higher probability to find overdensities
" = ρ/ρ̄ ! 1 than MHR. For example, at z = 6 and for " ≈ 1.5,
PLN(") ≈ 2 × PMHR("). For this reason, once τGP is fixed to the ob-
served value, the LN model requires a higher !H I. As xH I ∝ ", these
two effects combine to give a values of xH I consistent with the data.

3 C O M PA R I S O N W I T H O B S E RVAT I O N S

3.1 Control statistics

We first test the predictions of our model by applying various sta-
tistical analysis to the simulated spectra and comparing our results
with observations. Specifically, we use the following control statis-
tics: (i) Mean transmitted flux evolution in the redshift range 2–6;
(ii) PDF of the transmitted flux at the mean redshifts z = 5.5, 5.7,
6.0; (iii) GW distribution in 3.5 " z " 5.5. For what concerns the
GW statistics we define gaps as contiguous regions of the spectrum
having a τGP > 2.5 over rest-frame wavelength (λRF) intervals >1 Å.
This method was first suggested by (Croft 1998) and then adopted
by various authors (Songaila & Cowie 2002; Paschos & Norman
2005; F06; GCF06). The comparison of model and observational
results in terms of the above three statistics is plotted in Fig. 2. By
checking our models we follow the same approach of GCF06, to
which we refer for a complete description of the technical details.

The outcome of the test is encouraging, as both ERM and LRM
successfully match the observational data at z " 6 for the control
statistics considered. This allows us to confidently proceed with the
comparison of more advanced statistical tools.

3.2 Advanced statistics

Since at z ≈ 6 regions with high transmission in the Lyα for-
est become rare, an appropriate method to analyse the statistical

3 F06 require !H I to match the MM01 measurement at z = 4.5. This estimate
is based on a mean transmitted flux (F̄ = 0.25) which is lower than the
more recent measurements F̄ ≈ 0.32 by Songaila (2004), which implies
!H I ≈ 0.3.

properties of the transmitted flux is the distribution of gaps. In par-
ticular GCF06 suggested that the largest gap width (LGW) and the
largest peak width (LPW) statistics are suitable tools to study the
ionization state of the IGM at high redshift.4 The LGW (LPW)
distribution quantifies the fraction of lines of sight which is char-
acterized by the largest gap (peak) of a given width. As far as this
work is concerned, we apply the LGW and the LPW statistics both
to simulated and observed spectra with the aim of measuring the
evolution of xH I with redshift.

We use observational data including 17 QSOs obtained by F06.
We divide the observed spectra into two redshift-selected subsam-
ples: the ‘low-redshift’ (LR) sample (eight emission redshifts 5.7 <

zem < 6), and the ‘high-redshift’ (HR) one (nine emission redshifts
6 < zem < 6.4). Simulated spectra have the same zem distribution of
the observed samples. For most QSOs we consider the (λRF) inter-
val 1026–1200 Å and we normalize each width to the corresponding
redshift path. Note that the lines of sight do not extend up to zem; the
upper (lower) limit of the interval chosen ensures that we exclude
from the analysis the portions of the spectra penetrating inside the
QSO H II (Lyβ) region. For the QSOs SDSS J1044−0125 and SDSS
J1048+4637 we choose different intervals, namely 1050–1183 and
1050–1140, respectively. These two objects have been classified as
BAL QSO (Goodrich et al. 2001; Fan et al. 2003; Maiolino et al.
2004), since their spectra present broad absorption lines associated
with highly ionized atomic species (e.g. Si IV, C IV). By select-
ing the above intervals we exclude those portions of the spectra
characterized by C IV absorption features which extend to z ≈ 5.56
(z ≈ 5.75) in SDSS J1044−0125 (SDSS J1048+4637). Observed
data were taken with a spectral resolution R ≈ 3000–6000; simu-
lated spectra have been convolved with a Gaussian of FWHM =

67 km s−1, providing R ∼ 4500. Moreover each observed/simulated
spectrum has been rebinned to a resolution of R = 2600. Finally, we
add noise to the simulated data such that the flux F in each pixel is
replaced by F + G(1)σ n, where G(1) is a Gaussian random deviate
with zero mean and unit variance, and σ n is the observed noise rms
deviation of the corresponding pixel.

4 The definition of ‘peak’ in the transmitted flux is similar to the ‘gap’ one.
A peak is a contiguous region of the spectrum over λRF intervals greater
than the observed pixel size (≈0.5 Å) characterized by a transmission above
a given flux threshold (Fth = 0.08 in this work).

C© 2008 The Authors. Journal compilation C© 2008 RAS, MNRAS 386, 359–369

LAE data so far perfectly 
consistent with the Early 
Reionization Model where 
reionization ends at z~7
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Caveat: Dust & reionization degenerate
PD, Maselli & Ferrara, 2011

There is a degeneracy between the ionization state of the IGM and the 
fraction of Lyα photons emerging out of the galaxy - see Andreas 

Sandberg’s work for ways on understanding the Lya escape.

Wednesday, 5 December 12



Dichotomous twins: the nature of 
LAEs and LBGs
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< fc >⇠ 0.2 < fc >⇠ 0.3 < fc >⇠ 0.36

     The LAE & LBG UV Luminosity Functions

•  

• A single model that couples SPH, dust and IGM transmission simultaneously 
reproduces both the LAE and LBG UV LFs.

LAEs

LBGs

PD & Ferrara, 2012
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LAE spectral energy distributions (SEDs)
Dayal+10 ; SEDs from Lai+07

CAUTIO
N

2 Daniel Schaerer and Stephane de Barros: The impact of nebular emission on the ages of z ≈ 6 galaxies

Since longer wavelength data is also available, we have also
used for comparison the IRAC photometry at 5.8 and 8.0 µm
from the GOODS-MUSIC catalogue of Grazian et al. (2006) for
the subsample of 3 objects with spectroscopic redshifts also cov-
ered by their data.

2.2. SED fitting tool

To analyse the SEDs we use a modified version of the Hyperz
photometric redshift code of Bolzonella et al. (2000) described
e.g. in Schaerer & Pelló (2005); Schaerer et al. (2007) and
adapted to include nebular emission. Among the large diver-
sity of spectral templates included in this version, we here use
the 2003 GALAXEV synthesis models from Bruzual & Charlot
(2003), covering different metallicities and a wide range of star
formation (SF) histories (bursts, exponentially decreasing, or
constant SF). For comparison with E07, we define the stellar
age t! as the age since the onset of star formation, we adopt a
Salpeter IMF from 0.1 to 100 M", and we properly treat the re-
turned ISM mass from stars.

To account for the effects of nebular emission from young,
massive stars on the SED we include nebular emission (both
lines and continua) in a simple manner. Continuum emission
is added to the stellar SED, as in our synthesis models (cf.
Schaerer & Vacca 1998; Leitherer et al. 1999; Schaerer 2003).
The main emission lines of He, C, N, O, S, and other lines
are included using the empirical relative line intensities com-
piled by Anders & Fritze-v. Alvensleben (2003) from galaxies
grouped in three metallicity intervals covering ∼ 1/50 Z" to Z".1
In addition we include H recombination lines from the Balmer,
Paschen, and Brackett series, as well as Lyα; their relative in-
tensities are taken from Storey & Hummer (1995) for a typical
ISM (density,temperature) of (ne = 100 cm−3, 104 K). 2 The ab-
solute strength of both the continuous and line emission depend
to first order only on the total number of Lyman continuum pho-
tons, which can be computed from the template stellar SED. In
this manner we include the main nebular emission features from
the UV (Lyα) to 2 µm (restframe), necessary to fits the SED of
galaxies at z > 4 up to 10 µm (IRAC Channel 4).

The free parameters of our SED fits are: the metallicity Z
(of stars and gas), the SF history described by the timescale τ
(where the SF rate is SFR ∝ exp−t/τ), the age t, the extinction
AV described here by the Calzetti law (Calzetti et al. 2000), and
whether or not nebular emission is included. Here we consider
three metallicities Z/Z" =1, 1/5, 1/20, a wide range of τ values
as well as bursts and SFR=const, ages up to the Hubble time,
and AV = 0–2 mag. More details on the SED fitting method will
be presented in de Barros et al. (2009).

3. Results

3.1. Comparison of SED fits with/without nebular emission

Overall we obtain similar although not identical results to E07,
when using the same assumptions. In other words, adopting solar
metallicity and neglecting nebular emission we find that a signif-
icant fraction of the objects (at least 5/10) are best fit by fairly
large ages of the order of t! >∼ 500 Myr and generally very low
extinction. The quality of our fits (expressed in reduced χ2) is

1 See Kotulla et al. (2009) for a comparison of the resulting emission
line spectrum with nearby galaxies.
2 The emissivities of these lines are known to depend little on ne and

T .

Fig. 1. Observed (blue points) and best fit SEDs (solid lines)
of the z = 5.83 galaxy 23 6714 from E07. The errorbars of
the observed wavelength indicate the surface of the normalised
filter transmission curve. Upper limits in flux indicate 1σ lim-
its. Red crosses show the synthesised flux in the filters. The two
SED fits shown are based on a standard Bruzual & Charlot so-
lar metallicity model (magenta), and the same modeling includ-
ing also nebular emission (black). While the age of the former
(with χ2 = 1.61 ) is >∼ 700 Myr, the latter gives t! ∼ 20 Myr
(χ2 = 0.14).

comparable to E07, and similar values are also found for the stel-
lar masses and current SFR. For example, the mean age, stellar
mass, and extinction of the 10 objects we obtain with these as-
sumptions are t! ≈ 500Myr,M! = 1.2×1010 M", and AV = 0.11
(i.e. EB−V ∼ 0.05).

However, including nebular emission changes quite drasti-
cally these results. In this case only 1 of 10 objects has a best fit
age t! >∼ 500 Myr, and the average age of the sample is lowered
by a factor ∼ 4 to t! ≈ 120 Myr. A slightly lower mean stellar
mass M! = 7.8 × 109 M", and a higher extinction AV = 0.34
EB−V ∼ 0.08) is also obtained. Compared to the above set of
models the χ2 values is found to be lower for half of the objects.
A more rigorous comparison, including also a careful discussion
of the uncertainties, is deferred to a later paper.

Examples of SED fits for two objects with known Lyα emis-
sion and known spectroscopic redshift are show in Figs. 1 to 3.
Figure 1 shows the best fit solution using pure stellar SEDs at
solar metallicity compared to the best fit including nebular emis-
sion (found to be for Z = 1/5 Z"). While the age of the latter
is t! ≈ 20 Myr, the former has an age close to the maximum
allowed for the redshift of this object (z = 5.8). With nebular
emission the apparent Balmer break is mimicked by the pres-
ence of strong restframe optical emission lines boosting the flux
both in the 3.6 and the 4.5 µm filters3. For this object (23-6714)

3 The strongest lines in the 3.6 µm filter are [O iii] λλ4959,5007 and
Hβ, the strongest at ∼ 4.5 µm are Hα, [NII]λλ6548,6584, and [S iii]
λλ9069,9532.

Schaerer & deBarros, 2009

 Age~20 
Myr

Age~700
Myr

Including nebular emission lines 
can lead to a stellar age 
significantly lower than that 
inferred from a pure stellar 
spectrum.
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The LBG UV spectral slopes

• Intrinsic UV spectral slope, beta, becomes slightly bluer with increasing 
magnitude and redshift. 

• At all z, observed beta consistent with a value ~ -2.2.

• Negligible (no) contribution from PopIII stars even at z~8 in galaxies 
detectable with JWST (HST).

PD & Ferrara, 2012
Also see Forero-Romero+10

6 Dayal & Ferrara

Figure 2. The LBG UV spectral slope, β, as a function of the UV magnitude (in bins of 1.0 dex) at z ≈ 6, 7, 8, as marked in each panel.
Empty (filled) squares show the theoretical β values without (with) dust correction with the error bars showing the 1 − σ error. Filled
circles show the β values inferred by Dunlop et al. (2011) for their ‘robust’ sample, with the additional condition of at least one 8 − σ

near-IR detection (see Tab. 1 of Dunlop et al. 2011), empty circles show the results from Bouwens et al. (2011b), with the associated
random and systematic errors and filled triangles show the β values inferred by Finkelstein et al. (2011).

creases from ≈ −2 to ≈ −3 as MUV increases from −20.5
to −18.5. Dunlop et al. (2011) have used the same data
set to explore the effects of including/excluding less robust
LBG candidates and have considered the fact that the fields
used have different limiting magnitudes, to study the ef-
fects of noise and selection bias at any given UV luminosity.
These authors claim that artificially low values of β can
be found in the deepest 0.5 magnitude bin of the WFC3
selected samples, irrespective of luminosity or redshift (see
also Finkelstein et al. 2010). Confining their analysis to ro-
bust LBG candidates, these authors find no trend of β with
either magnitude or luminosity: their average β value is con-
sistent with 〈β〉 ≈ −2.05 ± 0.1 over z ≈ 5 − 7 and between
MUV ≈ −22 to −18. The results obtained by Dunlop et al.
(2011) are supported by the recent work of Wilkins et al.
(2011) who find a zero mean UV continuum color in the AB
magnitude system, i.e. β ≈ −2 between MUV ≈ −21 to −18
for WFC3-selected LBGs at z ≈ 7. Finkelstein et al. (2011)
have fit spectral synthesis models to the LBG data collected
from CANDELS, the HUDF and ERS, to infer the best-fit
value of β. These authors also find no trend of β with the
UV magnitude at 1500Å in the rest-frame; their average β
values of 〈β〉 ≈ (−2.07+0.06

−0.09 ,−2.37+0.28
−0.06) at z ≈ (6, 7) are

consistent, within errors, with the results found by Dunlop
et al. (2011). Recently, Bouwens et al. (2011b) have updated
their results using data from HUDF09 and CANDELS data,
to find 〈β〉 ≈ −2.2 at z ≈ 6, 7. These new values are now
consistent with the results found by Dunlop et al. (2011,
Wilkins et al. (2011) and Finkelstein et al. (2011) mentioned
above.

We start by obtaining the intrinsic value of β (βint; i.e.
without considering the effects of dust) for each of the sim-
ulated LBGs on the UV LFs at z ≈ 6, 7, 8, shown in Fig.
1. We use 30 values of β evenly spaced between −3 and
0 to fit a line through the intrinsic SED of each LBG (as
obtained using STARBURST99) between 1500− 3000Å in the

rest frame, sampled every 100 Å; the value of β yielding the
smallest χ2-error is then chosen as the β value for that par-
ticular galaxy. We find that βint decreases slightly for fainter
galaxies at any given redshift as shown in Fig. 2. For exam-
ple, βint decreases from −2.3 to ≈ −2.5 as MUV increases
from −23.5 to −17.5 at z ≈ 6; this is due to the fact that
smaller (or less luminous) LBGs are in general younger and
have lower stellar metallicity, as will be discussed in more
detail in Sec. 4 below. Moreover, as shown in Tab. 1, on
average, the values of t∗ and Z∗ of LBGs shift to progres-
sively lower values with increasing redshift: the average age
and metallicity shift from t∗ ≈ 142 Myr (Z∗ ≈ 0.14Z#) at
z ≈ 6 to t∗ ≈ 69 Myr (Z∗ ≈ 0.05Z#) at z ≈ 8. All this
results in a progressively bluer SED with redshift, such that
〈βint〉 ≈ (−2.45,−2.5,−2.55) at z ≈ (6, 7, 8).

We then calculate the observed β values, taking into ac-
count the dust enrichment of LBGs with redshift. We con-
volve the intrinsic spectrum of each LBG with the SN extinc-
tion curve (Bianchi & Schneider 2007); the latter is scaled for
the fc calculated for each LBG (see Sec. 2). We use the SN
curve since it has been shown to successfully interpret the
observed properties of the most distant quasars (Maiolino
et al. 2006) and gamma-ray bursts (Stratta et al. 2007).
We again use the same fitting procedure described before to
find the β value minimizing the χ2-error. As expected, in-
cluding dust attenuation makes β redder (see Fig. 2), such
that the average values are: 〈β〉 ≈ (−2.2,−2.28,−2.32) for
z ≈ (6, 7, 8). As seen from these values, the difference in
β with/without dust effects decreases with increasing red-
shift; this is easily explicable by the fact that galaxies are in
general younger at increasing redshifts, and therefore have
less time to produce dust. This argument is supported by
the decreasing stellar metallicity values shown in Tab. 1. Fi-
nally, we find that β decreases slightly with increasing mag-
nitude at any redshift; for example, it changes from ≈ −2.1
to ≈ −2.25 as MUV increases from −23.5 to −17.5 at z ≈ 6.

c© 2002 RAS, MNRAS 000, 1–??

Simulating the sources of cosmic reionization 9

Figure 8. Upper panel: Redshift evolution of the total specific
ionization rate (solid line). The short (long)-dashed line corre-
sponds to galaxies detectable by JWST(HST/WFC3); dotted
lines show the specific IGM recombination rate IGM for differ-
ent values of the clumping factor CHII. Bottom panel: Fraction of
ionizing photons coming from galaxies identified by JWST and
in the HUDF. An escape fraction fesc = 0.2 has been assumed.

Pop III stars to the total luminosity is always less than 5%
for MUV < −17 (MUV < −16).

Among the candidate galaxies detected so far, we find
that Pop III stars contribute less than a few percent to
the total galaxy luminosity. Even at the detection limit
of JWST, no Pop III-dominated galaxies (∼

> 50% of total
luminosity) will be found, due to their extreme faintness
(MUV ∼

> −14. at z = 6). However, some objects having
≈ 10% of their luminosity powered by Pop IIIs are present
at z = 6 at the 1 nJy sensitivity level reachable by the
JWST.

Recently, many authors (Shapley et al. 2003, Nagao et
al. 2008, di Serego Alighieri et al. 2008) have searched for
the HeII 1640Å emission line in the spectra of the so-called
dual emitters, i.e. high-z galaxies showing strong emission in
both Lyα and HeII lines. The HeII line is usually taken as
a well-defined signature of Pop III stars. Up to now, these
searches have given negative results. Motivated by these at-
tempts, we have computed the rest-frame equivalent width
of the HeII line for the objects in our simulation box. In
particular, we focus here on z = 6 which might be more eas-
ily accessible to present or future observations. Regretfully,
the perspectives of direct detection of PopIII stars through
this technique do not appear as very promising. For objects
detectable in the JWST (HUDF) deep field survey, the ex-
pected HeII rest-frame equivalent width is < 0.5 Å (< 0.1
Å). Such small EWs will be very difficult to detect. The
EW increases to more accessible values of about 10 Å only
if much fainter objects (MUV = −13) could be observed.
We have to underline that the above discussion implies that
we cannot set limits on the total cosmic SFR in Pop III
stars using the results of dual emitters searches given that

Figure 9. Fraction of the total luminosity LUV due to Pop III
stars LUV,III as a function of the absolute UV magnitude MUV .
The vertical short(long)-dashed lines mark the sensitivity limit of
JWST (HST/WFC3). Absolute UV magnitudes are computed as
in Fig. 1.

the bulk of Pop III stars may be ’hidden’ in galaxies much
fainter than any present (and probably future) survey can
detect (Scannapieco, Schneider & Ferrara 2003).

In conclusion, Pop III stars are found to form essen-
tially at any redshift and in < 20% of the galaxies. However,
their contribution to the total galaxy luminosity is very low,
apart from the very faint objects and their detection could
be extremely difficult even with the next generation of space
telescopes.

7 EARLY GAMMA-RAY BURSTS

Long Gamma-Ray Burst (GRBs) are powerful flashes of γ-
rays that are observed with a frequency of about one per
day over the whole sky. The γ−ray emission is accompanied
by a long-lasting tail, called afterglow, usually detected over
the whole electromagnetic spectrum. Their extreme bright-
ness easily over-shines the luminosity of their host galaxy
and makes them detectable up to extreme high redshifts,
as shown by the discovery of GRB 090423 at z = 8.2 (Sal-
vaterra et al. 2009, Tanvir et al. 2009). Metal absorption
lines can often be identified in their afterglow spectra, al-
lowing a study of the metal (and dust) content of the en-
vironment in which they blow. Finally, once the afterglow
has faded, follow-up searches of the GRB host galaxy be-
come possible. At low redshifts, GRBs are typically found
in blue, low-metallicity dwarf galaxies with stellar masses
M∗ ∼ 108−9 M# and high specific star formation rates
(Savaglio et al. 2009). These objects closely resemble the
properties of high-z galaxies identified in our simulations,
whose mean specific star formation rates (SSFR) are ≈ 8−10
Gyr−1, albeit associated with a large spread (for M∗ ! 108,
SSFR=1.5-7 Gyr−1 at z = 6− 8). This suggests that high-z
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The physical nature of LAEs and LBGs
PD & Ferrara, 2012, MNRAS, 421, 2568

Stellar metallicity 
scales with stellar 
mass, ranging 
between 0.02-0.5 of 
solar value at z~6. 

SFR scales with 
stellar mass, ranging 
between 1-200 solar 
mass/yr at z~6.

Dust masses of about 
10^5-7.3 solar masses 
at z~6.
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Figure 8. The absolute UV magnitude of the major branch progenitors with MUV,MB < −15 for each z " 6 LBG (small points), as a
function of the final absolute UV magnitude at z " 6. The panels show the results for different redshifts, z " 7− 12, as marked, and the
large symbols show the results for the example z " 6 LBGs discussed in the text: B (empty square), C (empty star), D (asterix) and E
(cross); galaxy A does not appear on this plot since its progenitors are always fainter than the limiting value of MUV < −15 shown here.

ducing the effect of luminosity evolution in the luminosity
function (see below). Moreover, the brightest sources appear
to display fairly steady luminosity evolution on a source-
by-source basis; for example, the progenitors of the z ! 6
galaxies with MUV < −18.5 constitute ! 90% of the galax-
ies with MUV < −18 at z ! 7, and still provide ! 75% of
the galaxies brighter than MUV ! −18 at z ! 8.

However, at fainter luminosities the situation is more
complex, as illustrated by the fact that between z ! 7 and
z ! 10 a number of individual major-branch progenitors
with M∗,z=6 < 108M" are more luminous than their (higher
mass) z ! 6 descendants (i.e. MUV,MB < MUV,z=6, as shown
in panels (a) to (d) of Fig. 8). This result may seem puzzling,
given that even at z ! 7, these small galaxies have only been
able to assemble a stellar mass M∗,MB

<
∼ 0.4M∗,z=6, but is

explained by the more stochastic star-formation histories of
the lower-mass galaxies (as illustrated in Fig. A2 in the ap-
pendix). In other words, a short-lived burst of star-formation
in a low mass major-branch progenitor, which decays on
times-scales of a few Myr, can easily produce a temporary
enhancement in UV luminosity which exceeds that of the
(still fairly low mass) descendant at z ! 6.

As for the 5 example galaxies that have been discussed

above, the smallest at z ! 6, galaxy A is right at the limit of
our magnitude cut, with MUV,z=6 = −15.1, and its major-
branch progenitors are never luminous enough to clear this
threshold at higher redshift. The major branches of B and
C (MUV,z=6 ! −16.6,−17.9) already have a stellar mass
M∗,MB ! (15, 6)%M∗,z=6 respectively, when they become
visible with MUV,MB ! −15.2 at z ! 8. For D and E, which
have final z ! 6 magnitudes of MUV,z=6 ! −18.8,−21 re-
spectively, the major-branch progenitors are visible at all the
redshifts z ! 7− 12 with the UV magnitude decreasing (i.e.
their luminosities brightening) monotonically with decreas-
ing z. However, we note that the UV luminosity of E grows
faster compared to D for z ! 9 as a result of its faster stel-
lar mass growth that naturally produces more UV photons,
consistent with our finding above that most mass growth in
a given redshift interval is driven by star formation.

Finally, we show, and deconstruct the simulated UV
LFs for LBGs in the simulation with MUV < −15, over the
redshift range z ! 7 − 12. The full simulated UV LFs at
z ! 6, 7, 8 have already been shown in Fig. 1, but in Fig.
9 we extend this to predict the form of the total UV LF
up to z ! 12, and also separate out the contribution of
the major-branch progenitors to the LF. At all the redshifts
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Building up the major branch luminosity

Galaxies at the bright end gently build up their luminosity i.e. a positive luminosity 
evolution while galaxies at the faint end undergo a positive and negative luminosity 

evolution as they brighten and fade
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A story of all galaxies: stochastic SF

•  

Dayal et al., arXiv: 1211.1034

18 Dayal et al.

Figure A2. The SFR computed as the ratio of the stellar mass assembled by the major branch in a given time step, by the time-step
width, as a function of the redshift. Each of the panels shows the SFR for different galaxies with the final M∗,z=6 value marked.

c© 0000 RAS, MNRAS 000, 000–000

Wednesday, 5 December 12



The evolving UV LF: density + luminosity evolution

•  

Assembly of high-z galaxies 13

Figure 9. UV LFs for the major branch of the merger tree for z ! 6 LBGs, for z ! 7 to z ! 12, as marked in each panel. In each
panel, the long dashed (red), short dashed (green) and dotted (blue) lines show the major branch of the merger tree for z ! 6 LBGs
with MUV,z=6 < −15, MUV,z=6 < −18 and −18 ! MUV,z=6 ! −15, respectively. For comparison, the solid (black) line in each panel
shows the UV LF obtained using all the galaxies in the 10cMpc simulation box with MUV < −15, at the redshift marked in that panel.

shown (z ! 7 − 12), the major branch progenitors of the
z ! 6 LBGs dominate the UV LF over the entire magnitude
range probed here. At the brightest magnitudes they are,
not surprisingly, completely dominant, and even at the faint
end (MUV

>
∼ − 16) they constitute ! 60% of the number

density of objects in the LF.

To further clarify the physical evolution of the galaxy
population, we have also produced the UV LF for the major-
branch progenitors of z ! 6 LBGs with (a) MUV,z=6 < −18
and (b) −18 ! MUV,z=6 ! −15. We find that the major-
branch progenitors of the former dominate the high lumi-
nosity end of the UV LF at all z and make a negligible
contribution to the faint end. By contrast, the progenitors
of the faintest z ! 6 LBGs with −18 ! MUV,z=6 ! −15
contribute to the faint end of the UV LF at all the redshifts
studied.

In conclusion, our simulation suggests that it is indeed
reasonable to expect a steady brightening of the bright end
of UV LF during the first billion years, and that this is pri-
marily driven by genuine physical luminosity evolution (i.e.
steady brightening, albeit not exponential) of a fixed subset
of the highest-mass LBGs. However, at fainter magnitudes

the situation is clearly much more complex, involving a mix
of positive and negative luminosity evolution (as low-mass
galaxies temporarily brighten then fade) coupled with both
positive and negative density evolution (as new low-mass
galaxies form, and other low-mass galaxies are consumed by
merging).

6 CONCLUSIONS

We have used state-of-the-art high-resolution SPH cosmo-
logical simulations, specially crafted to include the physics
most relevant to galaxy formation (star formation, gas cool-
ing and feedback) and a new treatment for metal enrichment
and its dispersion that allows us to study the transition from
metal free PopIII to metal enriched PopII star formation,
and hence simulate the emergence of the first generations of
galaxies in the high-redshift universe. By combining simu-
lation snapshots at z ! 6− 12 with a previously developed
dust model (Dayal et al. 2010), in addition to calculating the
LBG UV LFs, SMD and sSFR for the current magnitude
limit of MUV ! −18, we have extended our results down to
MUV ! −15 in order to make specific predictions for up-
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All galaxies in 
simulation box

MB of z~6 
LBGs

MB of z~6 
LBGs with 
<15|M_uv|<18

MB of z~6 
LBGs with 
|M_uv|>18

• Evolution of the bright end solely due to an increase in the luminosity

• Evolution of the faint end due to an evolution in both the luminosity and number density
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High-z galaxies: clues on local 
galaxies?
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The LAE model + GAMETE

Nagamine 2002; Adelberger+ 2005; Salvadori+ 2010; Okrochkov & Tumlinson 2010; 
Guaita +2010;  Dayal & Libeskind 2010; Yajima+ 2012
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Probability of finding LAEs 

Salvadori, PD & Ferrara, 2010, MNRAS Let., 407, 1

• Probability of finding 1 
LAE in any MW realization 
is ~ 42%. These correspond 
to the major branch of the 
merger tree.

• Some realizations have 
more than 1 LAE, although 
the probability is just ~ 
26%.
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Salvadori, PD & Ferrara, 
2010, MNRAS Let., 407, 1

Physical properties of MW progenitors visible as LAEs

A SFR threshold 
to be visible as 
LAEs

Typical ages ~ 200 
Myr but some very 
young objects make 
the cut as a result of 
large photon output
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A panchromatic view of high-z galaxies: wish list

LAE data perfectly consistent with a model wherein 
reionization ends before z~6.6.

 LAEs and LBGs are essentially the same population: 
stellar masses between 10^8-10 solar masses, Stellar 
metallicities between 5-50% solar, ages of about a few 
hundred Myr, E(B-V)~0.15 at z~5.7.

 Evolution of the observed luminosity function 
depends on magnitude: while the evolution of the bright 
end is purely luminosity driven, evolution at faint end is 
due to both a positive & negative evolution in luminosity 
and number density.

 Major branch of milky Way could be amongst the 
brightest LAEs seen as of now. 
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