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Overview	

	

•  The IceCube detector	

•  High-level data flow	

•  Software DAQ	

–  sorting	

–  triggering	


•  Recent / pending improvements	

–  untriggered data	

– multithreading	
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The IceCube Detector	
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digital optical module (DOM)	




IceCube Data Flow	
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~1	  TB/day	  

~100	  GB/day	  



Computing in the IceCube Lab (ICL)	

•  18 racks���
	


•  97 DOMHubs	

–  Pentium M SBCs	

–  custom PCI readout cards	

–  GPS clock fanout	

–  in-ice: 1 hub/string���

 	

•  ~45 Dell PowerEdge R710 servers	


–  4 DAQ	

–  23 filtering	

–  6 monitoring & verification	

–  7 networking, backup, kickstart, NTP, 

NFS, etc. 	

–  DB, spares	


•  GPS receivers + fanouts, switches, UPS, 
special devices	
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IceCube DAQ	
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Secondary 
Builder 

pDAQ	


forms triggers (e.g. 8-fold multiplicity)	

stores DOM waveforms + hit times	


SNDAQ	


monitors DOMs’ dark noise rates	

looks for global rise on short time scale	


DOMs	

n=5404	
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talk by V. Baum	


pDAQ: mostly Java with some C (DOMs) and Python (control)	




Uptime	


August 6, 2013	
 J. Kelley, VLVnT13	


Typical uptime is  > 99%	

	

Clean (“golden”) uptime: successful run, no missing strings, no problems found	
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S. Böser	




IceCube Live	
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Local Coincidence	
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LC hits only

All hits

•  Physical connection along in-ice 
cable and between IceTop 
tanks	


•  DOM firmware flags hits that 
have neighbor hits within 1 μs	


•  DOMs can forward LC signal 
(current span = 2)	


•  Only LC hits “HLC” are used in 
triggering	


•  Rate (per DOM): reduces 600 
Hz darknoise to 5-15 Hz LC	




DOM Hit Time Sorting	

•  Cascaded binary merge 

“HKN1” of in-order input 
streams (DOM hit times)	


•  Fundamental node: two 
input linked lists, a 
comparator, and output list	


•  Cascade tree to handle 
many inputs	


•  Pushing into L or R:	

–  if peer is not empty, 

compare and push into 
sink	


–  continues through tree	
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2.	  

3.	  
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Simple Multiplicity Trigger	
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5me	  

trigger	  length	  

•  At least N HLC hits in a sliding time 
window	


•  Trigger is extended as long as majority 
condition satisfied	


•  Readout windows extend both sides; 
capture early, late light and SLC hits	


Sub-‐detector	   HLC	  
hits	  

Window	  
(μs)	  

Rate	  (Hz)	  

In-‐ice	   8	   5	   2100	  

DeepCore	   3	   2.5	   250	  

IceTop	   6	   5	   25	  

window	  



Topological Triggers	
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Trigger	   HLC	  
hits	  

Topology	   Window	  
(μs)	  

Rate	  (Hz)	  

Volume	   4	   cylinder	  
r=175m,	  h=75m	  

1	   3700	  

String	   5	   of	  7	  DOMs	  on	  
string	  

1.5	   2200	  

String	  trigger:	  N	  hits	  of	  M	  
DOMs	  on	  a	  string	  in	  a	  5me	  
window	  

Volume	  trigger:	  N	  hits	  within	  
a	  cylindrical	  volume	  around	  
DOM	  in	  a	  5me	  window	  

h	  r	  



Specialized trigger : monopoles	
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Figure 4.7: Illustration of the nucleon catalysis signature by a subrelativistic monopole travers-
ing IceCube. On average, cascades are separated by ⁄

cat

.

4.5 Data Flow

4.5.1 Data Acquisition

When a photon hits an IceCube DOM there is a chance it is detected by the PMT. The
result is an analog waveform which is digitized in the DOM-mainboard (see section 4.3.2).
This process is called a ”DomLaunch”. Thus, each DOMLaunch has a corresponding
digitized waveform, which contains information on the deposited charge in the PMT. It
is possible that a second photon hits shortly after the first one and falls into the same
digitization time window. This will still count as the same DOMLaunch5.

Domlaunches are the basis upon which the trigger logic is built up. For simplicity
and computing time purposes only minimal information is used: time of the DomLaunch
and position of the optical module. The whole DAQ software system is written in Java
and consists of many di�erent modules which have their specific tasks. These modules
are installed in di�erent computers at the South Pole for reasonable computing power.
A schematic of the involved components is depicted in figure 4.8. The process of data
taking is built up hierarchically. The in-situ variant of this whole system of hardware
and software components is also called SPS (South Pole System). For software testing
purposes there also exists a test system called SPTS (South Pole Test System) which
is located in Madison, Wisconsin. It has exactly the same structure except that ”fake
DOMLaunches” are inserted instead of real data.

5The term ”DOMLaunched“ may be interchanged forth and back with the term ”hit“ from now on.
They are both used synonymously.
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Signature of some exotic particles (magnetic monopoles, Q-balls, etc.): 	

slow (v ~ 0.001–0.01c) tracks with intermittent cascades	


T. Glüsenkamp	


monopole track	




SLOP Trigger	

•  Consider pairs of hits with LC condition	


•  Remove pairs if too close in time (Tprox)	


•  Form 3-tuples of pairs within time 
window (Tmin, Tmax)	


•  Track-like check on 3-tuples:	

–  minimum inner angle αmin	

–  normalized velocity difference vrel	


•  Condition on minimum number of 3-
tuples	
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Figure 6.1: Schematic depiction of a sample of HLC pairs. Time and position are arbitrary.
a) Two pairs (orange) are close in time and could possibly be due to a relativistic
particle. b) The two pairs which are close in time got removed from the sample,
because their time di�erence is smaller than t_proximity. c) All combinations
of 3-tuples are formed where the time di�erence between two pairs is within the
boundaries of the interval [t_min, t_max]. d) Second stage cuts on delta_d and
rel_v remove two 3-tuples . The three remaining 3-tuples overlap in time. They
form a trigger with length from the first to the last pair if min_tuples <= 3.
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T. Glüsenkamp	


Trigger	   Ntuple	   Tprox	  (μs)	   Tmin,	  Tmax	  (μs)	   αmin	   vrel	   Rate	  (Hz)	  

SLOP	   5	   2.5	   [	  0,	  500	  ]	   140°	   0.5	   12	  



Global Trigger / Merging	


•  Design goal: avoid overlapping events!	

•  Combine individual triggers into event if readout 

windows overlap	

•  Retain individual trigger information	
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string!
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K. Hanson	




New Feature: Hitspooling	

•  Some analyses can take advantage 

of sub-threshold hits	


•  Hitspooling: save all DOM hits to 
hub disks	

–  2 MB/s per string	

–  ring buffering in files on hubs	

–  90 min to 8 hour buffer	


•  Interfaced to supernova DAQ	

–  talk by V. Baum	


•  Link active since mid-April 2013	


•  DOMHub disk upgrade: longer 
buffers (~5 days)	
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Future Improvements	

•  Multithreaded sort using built-in 

Java min-heaps	

–  performance +300% in initial tests 

on 4-core system	

	

•  Trigger system modified to use 

multiple threads	


•  Server and DOMHub single-
board computer upgrades this 
season	

–  SBC: Atom D525 dual-core	

–  servers: Dell PowerEdge R720	
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...	  

output!

threadN!thread1!



Thank you!	
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Backup	
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SLOP Trigger Details	
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6 DEVELOPMENT OF A DEDICATED TRIGGER FOR SLOW MAGNETIC
MONOPOLES

t_proximity, get erased from the list. Step b) in figure 6.1 illustrates the remaining HLC
pairs after this cleaning has been applied.

Step 3 The next step involves the formation of possible 3-tuple combinations with
the remaining pairs, which is illustrated in figure 6.1 c). In the schematic example five
combinations are formed. Notice that not all possible combinatoric 3-tuples are con-
sidered, which would have been

1
5
3

2
= 10 combinations. This is due to two further

parameters, t_min and t_max, which control the time di�erence between two succes-
sive hit pairs within a 3-tuple. The allowed time di�erence has to lie within the interval
[t_min, t_max]. Up to this point three parameters have been used to form 3-tuples in
time, namely t_proximity, t_min and t_max. These parameters are considered “first
stage” parameters and control the formation of 3-tuples.

Step 4 The last step involves additional parameters to classify 3-tuples and reject them
if they do not fullfill track-like criteria. These will be called “second stage” parameters.
To show this idea of further classification, figure 6.2 illustrates a 3-tuple and its defining
properties. The inner angle – should be close to 180¶ if the 3-tuple renders the path of

�x
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Defining parameters of a 3-tuple
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Figure 6.2: Illustration of a 3-tuple. The three HLC-pairs each have a position (x1, x2, x3)
and time (t1, t2, t3) associated with them. From these quantities the geomet-
ric (�x12,�x23,�x13) and temporal (�t12,�t23,�t13) separations are calculated.
Those are used for defining the cut variables. To show that the pairs are time
ordered, the inner angle – is also depicted which is always located next to the
intermediate pair.

the monopole track. A cut on this variable seems appropriate. To save computational
resources a parameter called “delta_d” is used instead which is defined as

delta_d = �x12 + �x23 ≠�x13. (6.1)

66

ic
e
c
u
b
e
/2
0
10
10
0
0
3 6.3 Simulations

This parameter is always positive and a geometrical straight line of consecutive pairs
would resemble delta_d = 0.

The second parameter to classify if a 3-tuple is logically connected in time and space
makes use of the relative velocity between the pairs. If the velocity calculated between
pair 1 and 2 is the same as for pair 2 and 3, and additionally all hits form a geometrical
line the pairs would be perfectly lined up. Thus, an obvious choice for a parameter would
be �v = v12 ≠ v23 = 0, where the velocity is defined as v

ab

= �xab/�tab with a, b œ
{1, 2, 3}. To be independent of the possible monopole velocity, a further normalization
on an average velocity vmean = v

12

+v
23

+v
13

3 can be applied by dividing �v by vmean. For
numerical stability, the trigger uses a parameter called rel_v, which is defined using
inverse velocities, thus

rel_v = �vinverse

vmean/inverse
=

1
v

12

≠ 1
v

23

1
v

12

+ 1
v

23

+ 1
v

13

· 3. (6.2)

All 3-tuples which do not fullfill a cut on the parameters delta_d and rel_v are removed
and one arrives at a situation similar to the schematic example depicted in 6.1 d). Here,
three 3-tuples remain. They overlap in time and form a trigger with a readout window
stretching from the first to the last pair that takes part in the 3-tuples.

A sixth parameter min_tuples can be used to control the minimum number of 3-
tuples which should be required for a trigger. In the example 6.1 d), for the case
of min_tuples <= 3 the trigger would be accepted. The event would not trigger if
min_tuples >= 4. It turns out that min_tuples is a good parameter to di�erenti-
ate between background and signal, since signal monopoles generally produces several
overlapping 3-tuples while this is an unlikely behavior for random HLC-pairs.

6.3 Simulations

This section describes the simulations that were carried out for studying the trigger be-
havior. The static bad DOM list for IC-59 is included in all simulations and these DOMs
do not take part in trigger formation (see section 4.6.5).

6.3.1 Simulation of Background

The background for the SlowMPTrigger has three di�erent contributions:

The first one is noise. Noise DomLaunches usually happen individually, since they are
driven by radioactive decay in the PMTs. Occasionally though, they can happen in neigh-
boring DOMs simultaneously and form a HLC pair. The IceTray module NoiseGenerator
[71] is used for noise simulation. It is used to shu�e noise MCHits into a given signal
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Various Trigger Rates	

•  Simple Multiplicity Trigger (SMT)	


–  N HLC hits or more in a time window	

–  Example: InIce SMT8 with N_hits ≥ 8 in 5 μs	

–  readout window around this captures early and late hits (-4 μs, +6 μs)	


•  String trigger (a.k.a. Cluster trigger in DAQ-land)	

–  N hits of M DOMs on a string in a time window	

–  Example: 5 hits from a run of 7 adjacent DOMs, time window of 1500 ns	


•  Volume trigger (a.k.a Cylinder trigger in DAQ-land)	

–  simple majority of HLC hits (SMT4) with volume element including ���

one layer of strings around a center string	

–  cylinder height is 5 DOM-layers (2 up and down from the selected DOM).	


•  Slow Particle trigger (SLOP)	

–  slow-moving hits along a track	

–  lengths of the order of 500μs and extending up to milliseconds	


•  Fixed Rate trigger, Minimum Bias trigger, Calibration trigger	
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In-ice: 	
 	
2100 Hz	

DeepCore: 	
250 Hz	

IceTop: 	
26 Hz	


2230 Hz	


3700 Hz	


12 Hz	


FRT: 	
0.003 Hz	


Global: 2700 Hz	
21	




Multiplicity and Exclusive Rates	
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Trigger Condition Rate 
(Hz) 

SMT8 + Volume + String 1200 

Volume 330  

Volume + SMT8 330 

Volume + String 240 

SMT8 + SMT3 + Volume + String 180 

SMT8 100 


