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Turbulence close to the surface 
Friction  Drag  Fuel consumption

Turbulent flow close to solid walls...



Turbulent flow close to solid walls...

simulation result



Turbulent flow close to solid walls...

(simulation result)

The largest boundary layer simulation in 2010 

on 7.5 billion grid points

Possible due to Ekman Computer (KAW), with

100 Tflops and 10k processors.



Brief History (1/4): - 1960’s

 ”First simulations” (NWP) by Lewis Fry Richardson 1920: Eight 

hours weather prediction in 6 weeks, using 2000 ”human” 

computers

 Low-Re cylinder wakes by Thom (1933), Kawaguti (1953) and 

Fromm & Harlow (1963), Los Alomos

1440 grid points!



Brief History (2/4): 1960’s

 1965: MAC (Marker&Cell) method (Harlow&Welch): 

staggered grid

 1966: Journal of Computational Physics founded

 1968/1969: Numerical methods for NS with 

pressure projection: Chorin and Temam. 



Brief History (3/4): 1970’s

 1970: first channel-flow large-eddy simulation: Deardorff 

(6720 grid points), based on Smagorinsky model (1963)

 1972: k- turbulence model (RANS): Spalding & Launder

 1972: SIMPLE (semi-implicit method for pressure-linked 

equations): Patankar & Spalding

 1973: The abbrevation CFD (Computational Fluid Dynamics, 

not ”Colours for Directors”...) is coined



Brief History (4/4): 1980’s -

 1980 - : CFD codes used in engineering (e.g. 

Fluent, ANSYS, etc.); first for aircrafts, then also 

automotive etc.

 1987: First fully resolved DNS of channel flow 
(4¢106 grid points): Kim, Moin & Moser
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KTH Mechanics

today: 
• Computational fluid dynamics is integral part of both 

engineering and research, calculations up to 
50¢109 grid points and 1’000’000 cores ”easily” possible

• Data post processing! Storage! Visualisation! 



+

Finite element (FE) Spectral Spectral element (SE)

Spectral Element Method (Patera 1984)

(Zhang et al. 2004)



Nek5000 – Spectral Elements

 SEM code by Paul F. Fischer, Argonne National Lab, USA
Open source: nek5000.mcs.anl.gov

 80 000 lines of Fortran 77 (some C for I/O), MPI (no hybrid)

 Gordon Bell Prize 1999 for algorithmic quality and performance

 ”Keep it simple” – world’s most powerful computers have very 

weak operating systems

 Much effort on coarse-grid solvers (AMG and XXT), OpenACC, 

adaptive meshes, new MPI etc.

 CRESTA Project, SeRC Application

Experts

 Good scaling up to 1,000,000 ranks

on Mira (10PFlops BG/Q)



Beskow – the new Cray XC-40

 Pilot access from mid December 2014…

 …we prepared a big case (3.4 million elements, about 5 billion 

grid points)

 But then… The code stops immediately with:

ABORT: MPI_TAG_UB too small!



MPI_TAG_UB

 Inter-node communication via pure MPI

 Messages identified by destination process and tag=element 

number

 Upper limit for tags is MPI_TAG_UB

o MPI Standard – 16 bits – up to 32,768 values

o Most MPI libraries – 32 bits – up to 2,147,483,647 values

 Justifies use of global element number in 1999 (number of

elements was around 10000)

 Cray XC-40 – 22 bits – up to 2,097,152 values, but now we

have 3,400,000 elements!



MPI_TAG_UB

 Simple fix for Beskow, but deeeeeep in the code…

 Unique global element number eg has to be replaced with the 

unique pair:

o destination process number mid

o local element number at the destination process e



Parallel Scaling on Beskow

 Pilot user phase (December 2014)

 Comparison to Lindgren: 3-4x faster per core

 Comparison to Triolith: 1.4x faster per core

30000 grid points per core
100000 grid points per core

Strong scaling: small case (120 million GP)      large case (2.3 billion GP)



Future possibilities with increasing computer speed, 

exa-flop 2018/19? 
Slope faster than hardware development!

Ekman, Lindgren, Beskow

1 exa-flop

PDC, KTH
Top 500 list



“Numerical wind tunnel”

 DNS of typical wind tunnel 

experiment

~ 10 billion grid points

~ 100 million core hours

~ 1 peta byte of data

~ 100 days on 32000 cores

(peta-scale sufficient, Beskow)

 DNS of Saab 2000 wing section

~ 1000 times larger computation

(exa-scale needed, >10 years)

laminar Flow Control Experiment:

Re = 1*15/1.5*10-5 = 1x106

turbulent boundary layer:

Re= 5*30/1.5*10-5 = 10x106

EU-project RECEPT, KTH Mechanics



Direct numerical simulation of flow over a 

full NACA4412 wing at Rec = 400 000

 DNS with Nek5000, ongoing…

 Ret=800, Req=2500

 AoA=5 deg.

 zL=10% chord 

Transition to  

turbulence

Turbulence

on the wing

Flow separation
Wake turbulence

• 3.2 billion grid points

• so far, 8 million CPU hours

• but, 20 million CPU hours needed

for convergence of turbulence



Direct numerical simulation of flow over a 

full NACA4412 wing at Rec = 400 000

 DNS with Nek5000, ongoing…

Tripping to  

turbulence

Isocontours of l2, coloured by velocity



Direct numerical simulation of flow over a 

full NACA4412 wing at Rec = 400 000

 Flow statistics: Averages of Turbulence

Mean x-velocity U

Mean pressure P



Direct numerical simulation of flow over a 

full NACA4412 wing at Rec = 400 000

 Same geometry simulated with state-of-the-art RANS to 

design the mesh and boundary conditions

 Excellent agreement between RANS and DNS!

Wake region



Direct numerical simulation of flow over a 

full NACA4412 wing at Rec = 400 000

 Turbulence Statistics: Mean velocity

Canonical boundary layer (Schlatter 2010)

Present simulations on wings

40% chord 80% chord

y+ y+

U+ U+

High-Re Experiments



Some other Nek5000 projects

particle dispersion

”skyscraper”

(with U Ottawa)

stability tools for 

jet in crossflow

optimisation of heat sinks
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