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Search of common subsequence in two random 
sequences (“alignment problem”)

Example:

Consider two arbitrary sequences α and β. Each sequence is constructed 
from the 4-letter alphabet A, C, G, T:

Common subword of two words α and β is their ordered common 
subsequence. For example, the subword {C,G,A,C} is a common 
subsequence of words α and β.
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Principal question:
What is the statistics of the longest common subword?

Total length=4 Total length=2



The length        of the Longest Common Subsequence (LCS) of two arbitrary words 
of lengths i and j can be computed in polynomial time                  via the recursive 
algorithm

with the boundary conditions

where the “noise” is defined as follows:
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Visualization of the recursive algorithm
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It is convenient to pass from the two-dimensional 
table Li,j to the (2+1)-dimensional representation in 

form of “terraces”

Connection to 5-vertex model



The variables are not independent!

Consider two words and

Thus, the variables are correlated.

In the simplest (however still nontrivial) variant of the model, known as “Bernoulli 
Model”, it is supposed that all       are independent uncorrelated random variables 
with the probability distribution p=1/c, where c is the number of letters in the 
alphabet.      
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Connection of Bernoulli Matching with Directed Percolation in 
(2+1)-dimensional space

(2+1)-Anisotropic Directed Percolation (ADP) on a cubic lattice: the 
bonds along the axes are occupied with the probabilities .

Let us set and . If some point             belongs to the 
percolation cluster, then the point , where also 
belongs to the cluster. The cluster is compact and is characterized by the 
height :

where
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Compare the clusters in the Anisotropic Directed Percolation 
problem (ADP) and in the Bernoulli Matching (BM)
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“World lines” representation of ADP and BM. These models 
are connected by a nonlinear transform
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Formal connection between the cluster heights in ADP and BM models
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If , then for the derivatives 
(increments of heights) we get the following relations

and vice versa

These expressions are invariant with respect to the following transform
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The height                    in (2+1)-dimensional model of 
anisotropic directed percolation

( , )ADPL x y

Recursive relation

determines the ground state energy of directed polymer in a random 
environment with the Poisson distribution

Statistical sum of the directed polymer in the 
random potential         is

The asymptotic distribution of 
is known (K. Johansson)
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Asymptotic distribution of the ground state energy of directed polymer 
in a random Poissonian field

Asymptotic distribution of the longest increasing subsequence in a a 
random sequence of integers (“Ulam problem”)

Asymptotic distribution of the first line of the Young diagram over the 
Plancherel mesure

(distribution of the largest eigenvalue of random matrices from 
Gaussian ensemble)
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Changing the variables

we get for Bernoulli Matching model

If , then the final expression has the form:
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Computation of averaged Li,j from simple consideration and 
from Bethe ansatz

The statistical weight of the configuration C is

where is the number of occupied sites (“particles”) and holes (“empty sites”). 

Let is the probability to jump on s steps under the condition that the next 
particle is located on the same line to the right on the distance in m steps
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The mean value over the distribution is

Let ρ be the density of the particles in the system (ρ = const). In the stationary 
regime the probability to find a distance between the neighboring particles 
equal to m, is

Averaging now over the distribution , we get an averaged length of 
a jump in a system of particles with the concentration ρ :

Define the height increment:
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The solution of this differential equation reads:

At                       we get an answer for the average length of a subword in the 
alphabet of c letters (p = 1/c):
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The average increment of the height in horizontal direction per one step in vertical 
direction is:
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The same result we can obtain from the exact relations of Bethe ansatz

The statistical sum of the grand canonical ensemble of 5-vertex model is as follows:

where are the numbers of horizontal and vertical bonds, empty 
sites and corners (for each configuration of lines in the system).

Knowing the statistical sum, one can compute the average flux
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The Bethe equations read:

The solution of Bethe equations leads to the following answer (where               ):

what gives for the average flux already known expression
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