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eBOSS: First results

4 M. Ata et al.

eBOSS target selection in an identical manner to eBOSS targets in
the eBOSS footprint.

EBOSS TARGET0 holds the targeting flags for SEQUELS
targets, whereas EBOSS TARGET1 contains the targeting flags
for eBOSS targets. In the target collate file and in the LSS cata-
logues, all targets that pass the eBOSS selection have the appropri-
ate EBOSS TARGET1 set, irrespective of whether they lie in the
SEQUELS or eBOSS footprint. These flags match those that will
exist in the publicly released catalogs.

2.2.3 eBOSS

The eBOSS project, naturally, represents the bulk of our observa-
tions — over 75 per-cent of new redshifts in the DR14 LSS cata-
logues were observed during the eBOSS program. The target selec-
tion algorithm for quasars includes both LSS and Lyman↵ quasar
targets. We use only the LSS quasars, which have the QSO CORE
bit set in the targeting flags. The DR14 sample includes two years
of eBOSS observations.

2.3 Measuring Redshifts

Robust spectral classification and redshift estimation is a challeng-
ing problem for quasars. In particular, the number and complex-
ity of physical processes that can affect the spectrum of a quasar
make it difficult to precisely and accurately disentangle systemic
redshift (i.e., as a meaningful indicator of distance) from measured
redshift (e.g., Hewett & Wild 2010). SEQUELS observations taken
during SDSS-III (representing around half of the SEQUELS pro-
gram) were all visually inspected, and helped define our process for
identifying quasar candidates. As detailed in Dawson et al. (2016),
91 per cent of quasar spectra targeted for clustering studies are
securely classified with an automated pipeline (according to said
pipeline) and less than 0.5 per cent of these classifications were
found to be false when visually examined. The automated classi-
fication fails to report a secure classification in the remaining nine
per cent of cases and these are visually inspected, which is able to
identify approximately half of these as quasars.

Information on all eBOSS quasars is detailed in the DR14
quasar catalogue (DR14Q, Pâris et al. 2017b), the successor to
DR12Q, with the important distinction that the vast majority of
LSS quasars are not visually inspected. DR14Q combines the LSS
pipeline and visual inspection results together and provides a vari-
ety of value-added information. In particular, it contains three au-
tomated estimates of redshift that we consider in our LSS catalogs:

• The SDSS quasar pipeline redshifts, denoted ‘ZPL’, and docu-
mented in Bolton et al. (2012). The pipeline uses a PCA decompo-
sition of galaxy and quasar templates, alongside a library of stellar
templates, to fit a linear combination of four eigenspectra to each
observed spectrum.
• A redshift estimate based on the location of the maximum of

the MgII emission line blend at � = 2799Å , denoted ‘ZMgII’. The
MgII broad emission line is less susceptible to systematic shifts
due to astrophysical effects and, when a robust measurement of this
emission line is present, it offers a minimally-biased estimate of a
quasar’s systemic redshift (see e.g. Hewett & Wild 2010; Shen et
al. 2016).
• A ‘ZPCA’ estimate, as documented in Pâris et al. (2017a).

‘ZPCA’ uses a PCA decomposition of a sample of quasars with
redshifts measured at the location of the maximum of the MgII

Figure 1. The redshift distribution of the DR14 quasar sample, for 111,633
quasars in the NGC and 75,887 in the SGC. We use the data with 0.8 <

z < 2.2 for clustering statistics; this redshift region is marked with dotted
lines. The n(z) is slightly different in the NGC and SGC, due to known
differences in the targeting efficiency, and we thus treat the two regions
separately.

emission line, and fits a linear combination of four eigenvectors
to each spectrum.

Whereas ZMgII offers the least biased estimate of the quasar’s
systemic redshift, it is more susceptible to variations in S/N, and
therefore ZPCA is able to obtain the accuracy of ZMgII with in-
creased robustness provided by utilizing the information from the
full spectrum (see Fig. 10 of Dawson et al. 2016).

DR14Q also contains a redshift, ‘Z’, which it considers to be
the most robust of the available options, in that these redshifts are
known to have the lowest rate of catastrophic failures (and can be
any of the three options above, depending on the particular object).
Further details will be available in Pâris et al. (2017b). We will test
the robustness of our results to the redshift estimates by also testing
BAO measurements where we use ZPCA as the redshift in all cases
where it is available. Further tests, especially those focusing on the
impact on redshift-space distortion (RSD) measurements, will be
presented in Zarrouk et al. (in prep.).

The redshift distribution of the DR14 LSS quasar sample is
displayed in Fig. 1. The solid curves show the result for the fiducial
redshift sample, while the dashed and lighter shaded curves display
the results for the ZPCA sample and are nearly identical. Our study
uses the data with 0.8 < z < 2.2. The target sample selection was
optimized to yield quasars with 0.9 < z < 2.2 (Myers et al. 2015).
At lower redshifts, morphological cuts affect the sample selection;
at higher redshift the redshift measurement is less secure. We can
securely select quasars to z < 0.8, but given that BAO at lower
redshifts is better sampled by galaxies, we impose the z > 0.8
cut. Affecting our choice of a high-redshift cut is that quasars with
z > 2.2 are used for Ly-↵ clustering measurements and we wish
to cleanly separate the two volumes used for BAO measurements3.
The data in the NGC (red) has a slightly greater number density
than that of the SGC (blue). The imaging properties in the two
regions are somewhat different, and, as explained in Myers et al.
(2015), we expect a more efficient target selection (and thus yield
of successful quasar redshifts) in the NGC. We describe weights

3 We are likely re-evaluate this choice in future studies.
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Figure 14. Spherically averaged BAO distance measurements (DV ) com-
pared to the Planck ⇤CDM prediction and extrapolated 68 per cent CL
(gray region). The eBOSS DR14 quasar sample measurement is shown us-
ing a gold star. The additional measurements are described in the text.

was constructed. This is consistent with Ross et al. (2017); Vargas-
Magaña et al. (2016) who showed that systematic uncertainties are
small compared to the BOSS DR12 statistical uncertainties. The
BOSS DR12 precision is a factor of four better than our own, and
thus makes these systematic uncertainties negligibly small for our
analysis. A separate systematic uncertainty is the possible shift in
the acoustic peak due to a coupling of the quasar density field to
the small relative velocity between baryons and cold dark matter
at high redshift (Tseliakhovich & Hirata 2010; Dalal et al. 2010;
Yoo et al. 2011; Slepian & Eisenstein 2015; Blazek et al. 2016;
Schmidt 2016). This has been shown to be less than 0.5 per cent for
low redshift galaxies (Yoo et al. 2013; Beutler et al. 2016; Slepian
et al. 2016) and we expect it to be a minor effect for quasars with
z ⇠ 1.5, compared to our statistical uncertainty. Further study is
warranted, especially as the statistical uncertainty will be consider-
ably improved with future datasets.

8 COSMOLOGICAL IMPLICATIONS

In this section, we briefly discuss the cosmological implications of
our DR14 quasar BAO measurement of DV (z = 1.52) = 3855 ±
170

rd
rd,fid

Mpc. We first present an updated BAO distance ladder
and then demonstrate how this BAO distance ladder alone provides
a powerful constraint on the geometry of the Universe.

Fig. 14 displays our spherically averaged BAO measurements
overplotted with the ⇤CDM prediction from Planck (Planck Col-
laboration et al. 2015), compared to various similar measurements
in the literature: the 6dFGS result from Beutler et al. (2011), the
SDSS MGS result from Ross et al. (2015), the BOSS DR12 re-
sults from Alam et al. (2016), the WiggleZ results from Kazin et al.
(2014), and the BOSS Ly↵ from the combination of the Bautista
et al. (2017) DR12 Ly↵ auto-correlation and the Font-Ribera et al.
(2014b) measurement using the cross-correlation of the Ly↵ forest
and quasars. Our measurement is in clear agreement with the ex-
pansion history predicted by Planck and other spherically averaged
BAO distance measurements.

We have projected the combined Ly↵ results onto a DV mea-
surement, which brings them into agreement with the Planck pre-
diction. These Ly↵ measurements are in > 2� tension when con-

sidering their sensitivity to H(z) and DA(z) separately. We do not
attempt to perform this decomposition with the DR14 quasar sam-
ple, as its signal-to-noise ratio makes it difficult to perform this
decomposition robustly with BAO-only measurements. This will
be done with future eBOSS quasar studies incorporating the RSD
signal or using larger data sets.

We use BAO distance ladder to constrain the geometry of the
Universe. To do so, we assume only that the BAO feature has a con-
stant co-moving size; we assume no knowledge of the physics that
produced the feature. We use an open ⇤CDM cosmology, which is
parametrised using three parameters,

P ⌘ {⌦m, ⌦⇤, H0rd} (26)

where ⌦⇤ denotes the fractional energy budget contributed by dark
energy, and H0 the Hubble parameter. This approach matches that
recently presented in Aubourg et al. (2015); Bautista et al. (2017).
In this way, we are using only BAO measurements in order to test
cosmology. We defer further study of the cosmological constraints
afforded by our eBOSS DR14 quasar BAO measurement in combi-
nation with non-BAO data to future studies.

To obtain the constraint on ⌦m and ⌦⇤, which quantifies
the cosmic geometry at the present epoch, we perform a Monte
Carlo Markov Chain (MCMC) fitting using a modified version of
CosmoMC (Lewis & Bridle 2002), and marginalise over H0rd. The
datasets we use are as follows,

• BOSS galaxies: The anisotropic BAO measurement from
BOSS DR12 presented in Alam et al. (2016);
• BOSS galaxies+eBOSS: The isotropic BAO measurement

DV (z = 1.52) = 3855 ± 170

rd,fid

rd
Mpc determined in this work

combined with the BOSS DR12 BAO measurement;
• Full BAO: BOSS galaxies+eBOSS combined with the

anisotropic BAO measurement from the DR11 Lyman-↵ cross-
correlation sample (Font-Ribera et al. 2014b) and the DR12 auto-
correlation sample Bautista et al. (2017), and the isotropic BAO
measurements using MGS (Ross et al. 2015) and 6dFGRS (Beutler
et al. 2011) galaxy samples.

The 68 & 95% CL joint constraint on ⌦m and ⌦⇤, and the one-
dimensional probability distribution of ⌦⇤, are shown in Fig 15.
The quasar BAO measurement in this work significantly improves
the constraint, i.e.,

FoMBOSS+eBOSS

FoMBOSS
= 1.8 (27)

where

FoM / 1/
p

det Cov(⌦m, ⌦⇤) (28)

denotes the Figure of Merit (FoM) of the geometric constraint of
the Universe. The significance of ⌦⇤ > 0, in other words, the ex-
istence of dark energy, is raised from 2.9� to 3.3� CL when the
eBOSS quasar BAO is added to BOSS galaxies. Despite its relative
lack in precision, the eBOSS DR14 quasar BAO measurement is
able to provide a significant improvement over the BOSS galaxy
BAO measurements alone as it provides a high-redshift constraint.
Importantly, using all BAO measurements to date (the Full BAO)
sample, we reach a 6.5� detection of dark energy using BAO alone;
this considerable improvement is mainly provided by the higher
redshift and more precise BOSS Ly↵ measurements discussed ear-
lier in this section. Finally, all variations of the data set tested are
in full agreement with a flat geometry.

BAO distance measurements continue to be in broad agree-
ment with the flat ⇤CDM model and the best-fit parameters from
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Primordial Non-Gaussianity

Simple form: Local type

Induces scale dependent halo bias due to “mode 
coupling”

�(x) = �(x) + f

loc

NL

(�2(x)� h�2(x)i)

ΦL
ΦSΦS ΦL

ΦSΦS

e.g.de Putter
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Primordial non-Gaussianity from LSS

Scale dependent halo bias

b
total

= b+�b

Very sensitive at large 
scales

e.g. Dalal et. al 2008, Slosar et. al 2008

�b(k) / fNL
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Constraints from LSS

Ross et al. (2012) : SDSS DR9 BOSS data

Giannantonio et al. (2014): Correlations between CMB 
lensing and large-scale structure

�45 < f local

NL

< 195

fNL = 12± 21(1�)

Current, e.g.: 

Upcoming, e.g.: 

Further improvement with SPHEREx: error on fNL~1

DESI, Euclid : error on fNL ~ few
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Optimising LSS analysis

z1

z2

z3, z4, z5, z6, ...

Redshift weighted 
power spectrum 

Apply redshift 
weights

Idea: No binning in redshift
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Redshift Weighting

Fisher predictions ~20% better than actual results 

Reduce edge effects due to binning

Decrease computational effort for large data sets 

Splitting the survey volume decreases  
S/N at large scales at which non-Gaussianity has the 
biggest impact

Idea: No binning in redshift 
Motivation:
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FKP weights

Feldman, Kaiser, Peacock (1994)

wFKP(z) = 1/ [1 + n(z)P0]

Inverse variance weight

Balances shot noise and 
cosmic variance

Improves signal to noise of 
2-point statistics
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“Sweet Spot”: Theory vs. Statistics
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Redshift weights for BAO
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Figure 5. The best-fit ↵

1

versus ↵
0

from the fits to 1000 individual mocks after reconstruction, assuming a pivot redshift z
0

= 0.57 in the analysis.
The left panel shows best-fit values from the “unweighted” fits. The right panel is the same plot from “weighted” fits. As expected, redshift weighting
reduces the scatter of ↵

1

. The red and blue contours are 1� and 2� contours based on a Fisher forecast.

lations and calculate the average and the scatter of each rela-
tion. We plot the reconstructed �(z)/�f (z) and H(z)/Hf (z)
with 1� error in Fig. 6. The plots show the reconstructed rela-
tions from both the “unweighted” fits and the “weighted” fits.
Both �(z)/�f (z) and H(z)/Hf (z) are centered around 1 at
all redshifts, suggesting applying the redshift weights give un-
biased distance and Hubble parameter measurements. From the
figures, we also find that weighting allows us to measure both �
and H to higher precision. The error of �(z)/�f (z) is smallest
at higher redshifts. This reflects the fact that our sample is most
concentrated at close to its “effective redshift”.

5.2 Robustness of Fits

The fitting results above have assumed our default choices
of fiducial cosmology, RSD streaming parameters, and galaxy
bias. We explore the effects of varying these below.

5.2.1 Pivot Redshift

We repeat the analysis by assuming a different pivot redshift
z
0

= 0.4. The weights are different from the set computed for
z
0

= 0.57 since the weights are defined relative to the comov-
ing distance at the pivot redshift.

We fit the 1000 reconstructed mocks assuming z
0

= 0.4
and summarize the statistics in the scatter plot in Fig. 7. The
measurements are still consistent with h↵

0

i = 1 and h↵
1

i = 0

within uncertainties. This confirms that weighting yields non-
biased measurements of both parameters. In addition, redshift
weighting again demonstrated efficiency in lowering the stan-
dard deviation of ↵

0

and ↵
1

. The error on ↵
0

is larger than the
z
0

= 0.57 case while the error on ↵
1

is smaller. Furthermore,
the scatter plot shows clear correlation between the two param-
eters at this choice of pivot redshift.

We reconstruct the distance-redshift relation and Hubble
parameter based on the “weighted” fits and compare them
against the z

0

= 0.57 results. The comparison is summarized
by Fig. 8. The analyses using two different pivot redshifts give
almost identical reconstructed distance and Hubble parameter
measurements.

5.2.2 Fiducial Cosmology

We test the robustness of the fitting routine and the gain in red-
shift weighting by using a fiducial cosmology that is differ-
ent from the QPM cosmology. We pick a flat cosmology with
⌦m = 0.25. We fix ⌦mh2

= 0.1421 and ⌦bh
2

= 0.02247 to
be the same as the QPM cosmology so that the sound horizon
stays the same.

Under this fiducial cosmology and pivot redshift z
0

=

0.57, we expect ↵
0

= 1.0599 and ↵
1

= �0.0161. Fitting
the 1000 mocks yields ↵

0

= 1.0603 ± 0.0084 and ↵
1

=

�0.0145 ± 0.0203, consistent with the expected values within
uncertainties. This indicates the analysis and measurements are
unbiased when the assumed fiducial cosmology differs from the
true (simulation) cosmology.

5.2.3 Galaxy Bias Model

Our derivation of the redshift weights assumes a constant galaxy
bias across redshifts. However, measuring the galaxy bias from
small-scale clustering reveals a bias varying with redshift. The
variation is rather mild, ranging from 1.65 to 1.8 in the redshift
range z = 0.2 to 0.7. This variation not only makes the default
weights not optimal, it potentially can also bias the distance and
Hubble measurement. We explicitly test for the effect by re-
running the fits but assuming a constant galaxy bias b(z) =

1.7. The results (as presented in Table 1) turn out to be almost
identical to the default fits within uncertainty.

5.2.4 Including ↵
2

In the default fits, we have held ↵
2

to be fixed at 0. However,
the expected a

2

does not vanish when the fiducial cosmology
differs from the true (QPM in our case) cosmology. The exclu-
sion of ↵

2

as a fitting parameter is equivalent to approximating
the distance-redshift relation paramtrization to the first order.
This approximation can potentially bias the measured ↵

0

and
↵
1

, and in turn, bias the distance and Hubble parameter mea-
surements. We explicitly test for such an effect by re-running
the fits and including ↵

2

as a fitting parameter. The fits assume

c� 0000 RAS, MNRAS 000, 000–000

Redshift weights improve BAO constraints

Redshift weights do NOT bias the results

Zhu et al. (2014, 2016)
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Methodology

Minimise Fisher information
Mueller et al. (2017), Ruggeri et al. (2016), Zhu et al. (2014, 2016)

Fij ⌘
⌧

@2L
@✓i@✓j

� L� Likelihood

✓i, ✓j � parameters

wT = C�1µ,i.

Redshift weights: 

0.0 0.5 1.0 1.5 2.0 2.5 3.0
z

0

2

4

6

8

w
0,

f N
L

Monopole

b = 0.84/D(z)

b = 0.53 + 0.29(1 + z)2

Depends on the tracer

More total weight is given 
to galaxies at high redshifts



Eva-Maria Mueller

Redshift weighted power spectrum
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“Sweet Spot”: Theory vs. Statistics
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Measurement improvement 
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Problem: Systematics

Systematic effects are strongly impacting large scales

not accounting 
for systematics

with systematic 
treatment
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Figure 5. Top panel: The spherically averaged redshift-space correlation
function of the DR14 quasar sample, for data in the SGC (blue squares) and
NGC (red diamonds). The dashed curves display the mean of the 1000 EZ-
mock samples. The data in each region are broadly consistent with the mean
of the mocks and with each other. Bottom panel: The NGC and SGC data
have been combined (solid black curve) and are now compared to both the
EZ and QPM mocks (points with error-bars). The agreement is excellent.
The dashed grey curve displays the result for the data when not applying
systematic weights; the difference is dramatic and has �

2 significance of
more than 180. The covariance matrix is dominated by the low number
density of the DR14 quasar sample and the correlation between data points
is low, e.g., the correlation between neighboring s bins is ⇠0.2.

and kNy = (2⇡/Lb)Ng/2 = 0.447 hMpc

�1, respectively. To
obtain the smoothed overdensity field, an interpolation scheme is
needed for the particle-to-grid assignment. By choosing a suitable
interpolation scheme we can largely reduce the aliasing effect to a
negligible level for frequencies smaller than the Nyqvist frequen-
cies, which in this case comprises the typical scales for the BAO
analysis. Traditional interpolation schemes include the Nearest-
Grid-Point (NGP), Cloud-in-Cell (CIC), Triangular-Shaped-Cloud
(TSC) and Piecewise Cubic Spline (PCS). These options corre-
spond to the zero-th, first, second and third order polynomial
B-spline interpolations, respectively (see Chaniotis & Poulikakos
2004 for higher order interpolation schemes based on B-spline).
Additionally, each of these interpolation schemes has an associated
grid correction factor that has to be applied to the overdensity field
in Fourier space (Jing 2005). The higher the order of the B-spline
polynomial used in the grid interpolation, the smaller the effect

of the grid on the final measurement. Aliasing arises as an extra
limitation which cannot be avoided by just increasing the order of
the grid interpolation scheme. Since for cosmological perturbations
the bandwidth is not limited above a certain maximum cutoff fre-
quency, the unresolved small scale modes are spuriously identified
as modes supported by the grid, resulting in a contamination of the
power spectrum, typically at scales close to the Nyqvist frequency.
Recently, Sefusatti et al. (2016) demonstrated that by displacing
the position of the initial grid by fractions of the size of the grid
cell the effect of the aliasing was greatly suppressed. This proce-
dure is called interlacing and was originally presented in (Hockney
& Eastwood 1981). In particular, Sefusatti et al. (2016) found that
when a 2-step interlacing was combined with a PCS interpolation,
the effect of aliasing was reduced to a level below 0.1%, even at
the Nyquist scale.

In this work, we apply a 5

th-order B-spline interpolation to
calculate the overdensity field on the grid. Additionally, we com-
bine two cartesian grids, displaced by half of their grid size, to ac-
count for the aliasing effect. We have checked (by doubling the
number of grid cells per side) that the effect of aliasing is totally
negligible in the range k . 0.4 hMpc

�1.
After applying the grid interpolation, we obtain an overdensity

field �(ri) at each grid center, (Feldman et al. 1994),

�(ri) ⌘ wtot(ri)[nqso(ri) � �nran(ri)]/I
1/2
2 . (8)

The quantity wtot is the total weight for the quasars at the grid
location given by Eq (5), nqso and nran are the number density at
position r of the quasars and random objects, respectively, � is the
ratio between the total weighted numbers of the quasars (Nqso) and
random (Nran) catalogues, i.e., � = Nqso/Nran. Same as for the
⇠ calculation, we use a random sample with 40⇥ the size of the
DR14 data set, 100⇥ the size of the mean EZmock, and 70⇥ the
size of the mean QPM mock. Therefore, e.g., � ⇠ 0.025 for the
data and � ⇠ 0.01 for the EZmocks. The factor I2, normalizes the
amplitude of the observed power in accordance with its definition
in a quasar distribution with no survey selection,

I2 ⌘ A

Z

hwsyswcnqsoi2(r)w2
FKP(r)dr (9)

where, hwsyswcnqsoi is the mean number density of quasars and
A the area of the survey in steradians. We perform this integra-
tion by sampling the mean number density of quasars in shells of
6.5h�1

Mpc and summing in the range 0.8 6 z 6 2.2.
In this work, we only present a measurement of the monopole

(angle averaged with respect to the line of sight) of the power spec-
trum7. To measure the power spectrum monopole, we must perform
the Fourier transformation of the overdensity field �(r) defined in
Eq (8). Since we are interested in the monopole, the varying line-
of-sight of the quasars has no effect on our calculation. Specifically,
we need to calculate the following quantity,

F0(k) ⌘
Z

dr �(r)eik·r. (10)

The power spectrum monopole is evaluated by a summation over
k-directions and in the defined k-bin,

P0(ke↵) =

k�bin
X

i

F0(ki)F
⇤
0 (ki), (11)

7 Future eBOSS studies will use the anisotropic signal.
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Figure 3. The relationship between the number density of the DR14 quasar
sample and various potential systematics before (dashed crimson curves,
labeled ‘raw’) and after (gray squares, labeled ‘corrected’) weighting for
limiting magnitude (depth) and Galactic extinction (E[B-V]). Weighting for
limiting magnitude and E[B-V] removes correlations with other potential
systematic quantities.

through the steps defined in the preceding section). Compared to
Laurent et al. (2017), our results differ in that we use the full
DR14 set (approximately doubling the sample size) to determine
the weights and that we define the weights separately for the NGC
and SGC. As in Ross et al. (2012, 2017) and Laurent et al. (2017),
we define the weights based on fits to linear relationships. We first
determine the dependency with depth and then with extinction, af-
ter applying the weights for depth. The total weight is the multipli-
cation of the two weights. Thus

wsys =

1

(Ad + dBd)(Ae + eBe)
, (3)

where d is the g band depth (in magnitudes) and e is the Galac-
tic extinction (in E(B � V )). The best-fit coefficients are Ad =

�3.52, Bd = 0.195, Ae = 1.045, Be = �2.01 for the NGC and
Ad = �6.20, Bd = 0.31, Ae = 1.052, Be = �1.00 for the
SGC. The differences in the coefficients for the two regions make it
clear it is necessary to separate them for analysis of the DR14 sam-
ple. Fig. 3 presents the relationship between the projected number
density quasars and potential systematic quantities, combining the
NGC and SGC. After weighting for depth and Galactic extinction
(red squares) the systematic trends are removed.

Fig. 4 displays the relationship between quasar density and
the depth when dividing the sample into four redshift bins. No sys-
tematic trends are apparent with redshift, suggesting that the sys-
tematic relationships do not need to be defined as a function of
the color/magnitude of the quasars. The �2 for the null test for the
quasars with 1.15 < z < 1.5 is large — 29 for 10 degrees of free-
dom — but this result is dominated by a single 4� outlier at the
worst depth. For the 9 bins at greater depth, the �2 is 12. We will
demonstrate that our results are robust to any fluctuations in density
imparted by the depth fluctuations.

3.5 Random Catalogues

Random catalogues are constructed that match the angular and ra-
dial windows of the data, but with approximately 40 times the num-

Figure 4. The relationship between the number density of the DR14 quasar
sample and the i-band 5� limiting magnitude (‘depth’) for four slices in
redshift, after weights for depth and Galactic extinction have been applied.
No systematic trends with redshift are apparent.

ber density. Such catalogs are required for both correlation function
and power spectrum estimates of the clustering of the DR14 quasar
sample, as detailed in Section 4.

We begin by using the MANGLE software to generate a set of
points randomly distributed in the eBOSS footprint, where the an-
gular number density in each sector is subsampled to match the
value of CeBOSS in that sector. We then run the random points
through the same veto masks that are applied to the data (see Sec-
tion 3.2). Finally, we assign each random point a redshift that is
drawn from the distribution of data redshifts that clear the veto
mask. The draws are weighted by the total quasar weight given by
wtot = wsys ⇤ wc, such that the weighted redshift distribution of
data and randoms match.

4 METHODOLOGY

4.1 Fiducial Cosmology

We use a flat, ⇤CDM cosmology with ⌦m = 0.31, ⌦bh
2

= 0.022,
P

m⌫ = 0.06 eV and h = 0.676, where the subscripts m, b and
⌫ stand for matter, baryon and neutrino, respectively, and h is the
standard dimensionless Hubble parameter. These choices match the
fiducial cosmology adopted for BOSS DR12 analyses (Alam et al.
2016). One set of mocks we use, the EZmocks (see Section 5.1), use
the cosmology of MultiDark-PATCHY (Kitaura et al. 2014, 2016)
used in previous BOSS analyses. The other set of mocks we use,
QPM mocks (see Section 5.2), uses a geometry that matches our
fiducial cosmology but with ⌦⌫ = 0. The properties of the cos-
mologies we use are listed in Table 2. Following the values pro-
vided in Table 2, the BAO distance parameter at the effective red-
shift of the quasar sample, DV (ze↵) with ze↵ = 1.52 (see Eq. 13
for definition), are 3871.0 Mpc for both the fiducial cosmology and
for the QPM cosmology and 3871.7 Mpc for the EZ mocks cos-
mology. A separate factor entering our analysis is the value for the
comoving sound horizon at the baryon drag epoch, rd; this param-
eter sets the position of the BAO scale in our theoretical templates.
The different cosmologies and lack of a neutrino mass in the mocks
shift rd to be less than the fiducial by just over 0.1 Mpc for each
type of mock we use.
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linear fit ~ 1/w
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Summary

Redshift weighting technique: Apply weights to take 
the underlying theory into consideration

Non-Gaussianity can be constrained using the scale 
dependent halo bias

Thank you!

First eBOSS results are out!

Systematic effects need to be studied carefully for 
fNL measurements



Thank you!Thank you! 

Eva-Maria Mueller 
19 July 2017 
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Work in progress…

Non-Gaussianity measurement from eBOSS

Redshift space distortion measurement from eBOSS 
using redshift weights (Rossana Ruggeri et. al )

Accessing systematic effects using mode projection 
(Benedict Kalus et. al)


