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Probing inflation
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Fig. 21. Left: Constraints on the tensor-to-scalar ratio r0.002 in the �CDM model, using Planck TT+lowP and Planck
TT+lowP+lensing+BAO+JLA+H0 (red and blue, respectively) assuming negligible running and the inflationary consistency rela-
tion. The result is model-dependent; for example, the grey contours show how the results change if there were additional relativistic
degrees of freedom with �Ne� = 0.39 (disfavoured, but not excluded, by Planck). Dotted lines show loci of approximately con-
stant e-folding number N, assuming simple V � (�/mPl)p single-field inflation. Solid lines show the approximate ns–r relation for
quadratic and linear potentials to first order in slow roll; red lines show the approximate allowed range assuming 50 < N < 60 and
a power-law potential for the duration of inflation. The solid black line (corresponding to a linear potential) separates concave and
convex potentials. Right: Equivalent constraints in the �CDM model when adding B-mode polarization results corresponding to the
default configuration of the BICEP2/Keck Array+Planck (BKP) likelihood. These exclude the quadratic potential at a higher level
of significance compared to the Planck-alone constraints.

limited by cosmic variance of the dominant scalar anisotropies,
and it is also model dependent. In polarization, in addition to B-
modes, the EE and T E spectra also contain a signal from tensor
modes coming from reionization and last scattering. However,
in this release the addition of Planck polarization constraints at
� � 30 do not significantly change the results from temperature
and low-� polarization (see Table 5).

Figure 21 shows the 2015 Planck constraint in the ns–r plane,
adding r as a one-parameter extension to base �CDM. Note that
for base �CDM (r = 0), the value of ns is

ns = 0.9655 ± 0.0062, Planck TT+lowP. (38)

We highlight this number here since ns, a key parameter for in-
flationary cosmology, shows one of the largest shifts of any pa-
rameter in base �CDM between the Planck 2013 and Planck
2015 analyses (about 0.7�). As explained in Sect. 3.1, part of
this shift was caused by the � � 1800 systematic in the nominal-
mission 217 � 217 spectrum used in PCP13.

The red contours in Fig. 21 show the constraints from Planck
TT+lowP. These are similar to the constraints shown in Fig. 23
of PCP13, but with ns shifted to slightly higher values. The ad-
dition of BAO or the Planck lensing data to Planck TT+lowP
lowers the value of �ch2, which at fixed �� increases the small-
scale CMB power. To maintain the fit to the Planck tempera-
ture power spectrum for models with r = 0, these parameter
shifts are compensated by a change in amplitude As and the tilt
ns (by about 0.4�). The increase in ns to match the observed
power on small scales leads to a decrease in the scalar power
on large scales, allowing room for a slightly larger contribution

from tensor modes. The constraints shown by the blue contours
in Fig. 21, which add Planck lensing, BAO, and other astrophys-
ical data, are therefore tighter in the ns direction and shifted to
slightly higher values, but marginally weaker in the r-direction.
The 95 % limits on r0.002 are

r0.002 < 0.10, Planck TT+lowP, (39a)
r0.002 < 0.11, Planck TT+lowP+lensing+ext, (39b)

consistent with the results reported in PCP13. Note that we as-
sume the second-order slow-roll consistency relation for the ten-
sor spectral index. The result in Eqs. (39a) and (39b) are mildly
scale dependent, with equivalent limits on r0.05 being weaker by
about 5 %.

PCP13 noted a mismatch between the best-fit base �CDM
model and the temperature power spectrum at multipoles � <� 40,
partly driven by the dip in the multipole range 20 <� � <� 30. If
this mismatch is simply a statistical fluctuation of the �CDM
model (and there is no compelling evidence to think otherwise),
the strong Planck limit (compared to forecasts) is the result of
chance low levels of scalar mode confusion. On the other hand if
the dip represents a failure of the �CDM model, the 95 % limits
of Eqs. (39a) and (39b) may be underestimates. These issues are
considered at greater length in Planck Collaboration XX (2015)
and will not be discussed further in this paper.

As mentioned above, the Planck temperature constraints on
r are model-dependent and extensions to �CDM can give sig-
nificantly di�erent results. For example, extra relativistic de-
grees of freedom increase the small-scale damping of the CMB
anisotropies at a fixed angular scale, which can be compensated
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Fig. 21. Left: Constraints on the tensor-to-scalar ratio r0.002 in the �CDM model, using Planck TT+lowP and Planck
TT+lowP+lensing+BAO+JLA+H0 (red and blue, respectively) assuming negligible running and the inflationary consistency rela-
tion. The result is model-dependent; for example, the grey contours show how the results change if there were additional relativistic
degrees of freedom with �Ne� = 0.39 (disfavoured, but not excluded, by Planck). Dotted lines show loci of approximately con-
stant e-folding number N, assuming simple V � (�/mPl)p single-field inflation. Solid lines show the approximate ns–r relation for
quadratic and linear potentials to first order in slow roll; red lines show the approximate allowed range assuming 50 < N < 60 and
a power-law potential for the duration of inflation. The solid black line (corresponding to a linear potential) separates concave and
convex potentials. Right: Equivalent constraints in the �CDM model when adding B-mode polarization results corresponding to the
default configuration of the BICEP2/Keck Array+Planck (BKP) likelihood. These exclude the quadratic potential at a higher level
of significance compared to the Planck-alone constraints.

limited by cosmic variance of the dominant scalar anisotropies,
and it is also model dependent. In polarization, in addition to B-
modes, the EE and T E spectra also contain a signal from tensor
modes coming from reionization and last scattering. However,
in this release the addition of Planck polarization constraints at
� � 30 do not significantly change the results from temperature
and low-� polarization (see Table 5).

Figure 21 shows the 2015 Planck constraint in the ns–r plane,
adding r as a one-parameter extension to base �CDM. Note that
for base �CDM (r = 0), the value of ns is

ns = 0.9655 ± 0.0062, Planck TT+lowP. (38)

We highlight this number here since ns, a key parameter for in-
flationary cosmology, shows one of the largest shifts of any pa-
rameter in base �CDM between the Planck 2013 and Planck
2015 analyses (about 0.7�). As explained in Sect. 3.1, part of
this shift was caused by the � � 1800 systematic in the nominal-
mission 217 � 217 spectrum used in PCP13.

The red contours in Fig. 21 show the constraints from Planck
TT+lowP. These are similar to the constraints shown in Fig. 23
of PCP13, but with ns shifted to slightly higher values. The ad-
dition of BAO or the Planck lensing data to Planck TT+lowP
lowers the value of �ch2, which at fixed �� increases the small-
scale CMB power. To maintain the fit to the Planck tempera-
ture power spectrum for models with r = 0, these parameter
shifts are compensated by a change in amplitude As and the tilt
ns (by about 0.4�). The increase in ns to match the observed
power on small scales leads to a decrease in the scalar power
on large scales, allowing room for a slightly larger contribution

from tensor modes. The constraints shown by the blue contours
in Fig. 21, which add Planck lensing, BAO, and other astrophys-
ical data, are therefore tighter in the ns direction and shifted to
slightly higher values, but marginally weaker in the r-direction.
The 95 % limits on r0.002 are

r0.002 < 0.10, Planck TT+lowP, (39a)
r0.002 < 0.11, Planck TT+lowP+lensing+ext, (39b)

consistent with the results reported in PCP13. Note that we as-
sume the second-order slow-roll consistency relation for the ten-
sor spectral index. The result in Eqs. (39a) and (39b) are mildly
scale dependent, with equivalent limits on r0.05 being weaker by
about 5 %.

PCP13 noted a mismatch between the best-fit base �CDM
model and the temperature power spectrum at multipoles � <� 40,
partly driven by the dip in the multipole range 20 <� � <� 30. If
this mismatch is simply a statistical fluctuation of the �CDM
model (and there is no compelling evidence to think otherwise),
the strong Planck limit (compared to forecasts) is the result of
chance low levels of scalar mode confusion. On the other hand if
the dip represents a failure of the �CDM model, the 95 % limits
of Eqs. (39a) and (39b) may be underestimates. These issues are
considered at greater length in Planck Collaboration XX (2015)
and will not be discussed further in this paper.

As mentioned above, the Planck temperature constraints on
r are model-dependent and extensions to �CDM can give sig-
nificantly di�erent results. For example, extra relativistic de-
grees of freedom increase the small-scale damping of the CMB
anisotropies at a fixed angular scale, which can be compensated
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Axions as inflatons

Shift symmetry � ! �+ c protects inflation from UV physics.

Shift symmetry makes (ending) inflation impossible, since the
potential, e.g. �n, does not respect the symmetry.

) It has to be broken (softly).

Examples include

Quadratic inflation: V (�) = 1
2m

2�2

Original natural inflation: V (�) = µ4 (1 � cos(�/f ))

Axion monodromy: V (�) = µ3
⇣

p

�2 + �2c � �c
⌘
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Allowed couplings

A field with a shift symmetry can only couple derivatively to other
degrees of freedom
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From a EFT perspective, these interactions must be present.

Each of them can lead to new connections to data through
magnetogenesis and leptogenesis.
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Gauge field production

We work with an abelian U(1) gauge field & decompose in two
polarizations (+, �).
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Backreaction

Gauge fields source density fluctuations by back-reacting on the
inflaton through the usual axion-photon interaction
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Reheating E�ciency

Coupling the axion to gauge fields can lead to explosive transfer of
energy from the inflaton.

2 4 6 8 10
10-6
10-5
10-4
0.001

0.01

0.1

1

a

r E
M
êr tot

↵
f mPl

� 45

↵
f mPl

= 40

↵
f mPl

= 35

Reheating occurs after a single axion oscillation for ↵
f mPl

> 45.

Evangelos Sfakianakis Simulating Natural Inflation 8/19



Re-Scattering and Polarization
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Strong re-scattering suppresses polarization on sub-horizon
scales for large couplings.
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Inflation in the light of “other” data

Magnetic fields are observed at all scales. We focus on large scales

Galactic magnetic fields at kpc
scales of 10�6G

Intergalactic magnetic fields with
correlation length of �

B & 10�17G
�

or 10�15G
�
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8 A. M. Taylor, I. Vovk and A. Neronov: EGMF Constraints from Simultaneous GeV-TeV Observations of Blazars

Fig. 9. Bounds on magnetic field derived from the simultaneous
GeV-TeV data. Blue shaded regions show the previously known
bounds on B and �B, summarized by Neronov & Semikoz
(2009). Orange shading shows the upper bound on B, �B which
could be generated before the epoch of recombination, derived
by Banerjee & Jedamzik (2004).

For the case of suppression due to extended nature of the
cascade source, the presence of magnetic field modifies the
cascade spectrum at GeV energies only if the magnetic field
strength is B � 10�16 G, for the case of RGB J0710+591,
1ES 0229+200, and 1ES 1218+304. The minimal magnetic field
strengths needed to make the model source spectra consistent
with the data can vary between 10�16 and 10�15 G, depend-
ing on the adopted model source (from “minimal” to “maxi-
mal”, through all the “intermediate” possibilities) and the model
of the EBL. The tighest bound is derived from the data on
1ES 0229+200, at the level of 10�15 G, which is consistent
with the bounds found under similar assumptions about the
cascade suppression mechanism by Neronov & Vovk (2010);
Dolag et al. (2010); Tavecchio (2010). We stress that the bound
should be considered only as an order-of-magnitude estimate,
due to the significant uncertainty of the shape and overall nor-
malization of the cascade introduced by the uncertainty of the
normalization and spectral shape of the EBL.

For the case of suppression of cascade emission due to the
time delay of the cascade signal, one assumes that the primary
source is active only during a limited period of time, just about
the time span of gamma-ray observations (tsource � 1 yr). Time
delay of the cascade signal by tdelay > tsource would lead to the
suppression of the cascade flux by a factor tsource/tdelay. Figs. 6,
7, and 8 show that time delay of the cascade signal starts to in-
fluence the cascade emission signal at GeV energies when the
magnetic field strength reaches � 10�18 G. Similar to the case of
suppression due to the extended emission, the precise value of
B necessary to suppress the cascade emission depends on the
adopted source and EBL models. The tighest lower bound is
again derived from the data on 1ES 0229+200, at the level of
10�17 G. This bound should also be considered as an order-of-

magnitude estimate because of the remaining uncertainty in the
measurements of the spectrum of EBL.

Note that the bound B � 10�17 G derived assuming sup-
pression of cascade emission due to the time delay of the cas-
cade signal in the case of 1ES 0229+200 is by 1.5 orders of
magnitude stronger than the bound derived from a similar anal-
ysis of the same source by Dermer et al. (2010). We believe that
the main source of discrepancy between the result obtained in
the present work and that of Dermer et al. (2010) is the sim-
plified analytical treatment of the cascade emission adopted by
Dermer et al. (2010). The simplified treatment of the cascade
has led to an under-estimate of the cascade flux at high ener-
gies E� � 10 GeV and an over-estimate of the strength of sup-
pression of the cascade emission due to the time delay at low
energies E� � 10 GeV.

Furthermore, we note that our limit of B > 10�17 G from
the time delay of the cascade signal is consistent with the results
of a similar analysis by Dolag et al. (2010), who found some-
what tighter bound B > 10�16 G, assuming a larger minimal
possible time delay, tdelay > 100 yr in the cascade emission from
1ES 0229+200.

A summary of the limits on magnetic fields in the inter-
galactic medium, which can be derived from the simultaneous
GeV-TeV band observations is shown in Fig. 9. In our analysis
we have considered the bound on the EGMF strength assum-
ing a fixed magnetic field correlation length �B = 1 Mpc. If
the EGMF correlation length is �B � 1 Mpc, the lower bound
on EGMF strength does not depend on �B because the cooling
distance of e+e� pairs is much shorter than the typical size of
regions in which EGMF is correlated. We have explicitly ver-
ified this by making a control run of Monte-Carlo simulations
with �B = 30 Mpc and comparing the results with the case
�B = 1 Mpc shown above. On the other hand, if �B � 1 Mpc, the
inverse Compton cooling distance becomes larger than the size
of the regions with correlated EGMF. This means that electrons
and positrons pass through regions with di�erent magnetic field
orientations during their cooling. As a result, the deflection an-
gle scales proportionally to the square root, rather than linearly
with the propagation distance on the distance scales comparable
to the inverse Compton cooling length. This explains the im-
provement of the lower bound on the EGMF strength B � ��1/2B
at �B � 1 Mpc: stronger magnetic field is required to deviate
electron trajectories by a given angle.

5. Conclusion
In this paper we have derived constraints on the strength of mag-
netic fields in the intergalacticmedium from simultaneous obser-
vations of blazars in the GeV band (by Fermi/LAT telescope) and
TeV band (by ground-based �-ray telescopes). The constraints
stem from the requirement that the GeV band signal from elec-
tromagnetic cascade initiated by the absorption of the primary
TeV �-rays in interactions with Extragalactic Background Light
should be suppressed by deflections of electron-positron pairs by
magnetic fields in the intergalactic medium. Non-observation of
the cascade emission by Fermi/LAT telescopes imposes a lower
bound on the cascade flux suppression factor which could be
converted to a correlation length dependent lower bound on the
strength of magnetic field.

We have found that constraints on the magnetic field
strength could be derived from the �-ray data on three blazars,
1ES 0229+200, RGB J0710+591 and 1ES 1218+304 (out of
seven, for which simultaneous GeV-TeV data are available). For
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ABSTRACT

Context. Attenuation of the TeV �-ray flux from distant blazars through pair production with extragalactic background light leads
to the development of electromagnetic cascades and subsequent, lower energy, GeV secondary �-ray emission. Due to the deflection
of VHE cascade electrons by extragalactic magnetic fields (EGMF), the spectral shape of this arriving cascade �-ray emission is
dependent on the strength of the EGMF. Thus, the spectral shape of the GeV-TeV emission from blazars has the potential to probe the
EGMF strength along the line of sight to the object. Constraints on EGMF previously derived from the gamma-ray data su�er from
an uncertainty related to the non-simultaneity of GeV and TeV band observations.
Aims. We investigate constraints on the EGMF derived from observations of blazars for which TeV observations simultaneous with
those by Fermi telescope were reported. We study the dependence of the EGMF bound on the hidden assumptions it rests upon.
Methods. We select blazar objects for which simultaneous Fermi/LAT GeV and Veritas, MAGIC or HESS TeV emission have been
published. We model the development of electromagnetic cascades along the gamma-ray beams from these sources using Monte
Carlo simulations, including the calculation of the temporal delay incurred by cascade photons, relative to the light propagation time
of direct �-rays from the source.
Results. Constraints on EGMF could be derived from the simultaneous GeV-TeV data on the blazars RGB J0710+591,
1ES 0229+200, and 1ES 1218+304. The measured source flux level in the GeV band is lower than the flux of the expected cascade
component calculated under the assumption of zero EGMF. Assuming that the reason for the suppression of the cascade component is
the extended nature of the cascade emission, we find that B � 10�15 G (assuming EGMF correlation length of � 1 Mpc) is consistent
with the data. Alternatively, the assumption that the suppression of the cascade emission is caused by the time delay of the cascade
photons the data are consistent with B � 10�17 G for the same correlation length.

Key words. Gamma rays: galaxies – Galaxies: active – BL Lacertae objects: general

1. Introduction

The presence of magnetic fields in galaxies and galaxy clus-
ters plays a key role in present day astrophysical studies.
However, the origin of these fields remains largely uncertain (see
Kronberg (1994); Grasso & Rubinstein (2001); Widrow (2002);
Beck (2009) for reviews). A commonly accepted hypothesis is
that relatively strong galactic and cluster magnetic fields re-
sult from the amplification of much weaker pre-existing “seed”
fields via compression and turbulence/dynamo amplification in
the course of structure formation processes (Kulsrud & Zweibel
2008).

The origin of these seed magnetic fields is unknown.
It is possible that the seed fields are produced locally in
(proto)galaxies via the so-called “Biermann battery” mech-
anism (Pudritz & Silk 1989; Gnedin et al. 2000). Otherwise,
the seed fields might be of primordial origin, i.e. produced
at the moments of phase transitions in the Early Universe
(Grasso & Rubinstein 2001; Widrow 2002). Constraints on the
nature of the seed fields could potentially be derived from
the measurements of weak magnetic fields in the intergalactic
medium which are not amplified by the action of di�erent types
of dynamos.

The measurement of extremely weak magnetic fields in
the voids of the Large Scale Structure (LSS) is a challenging
task and up to now only upper bounds have been derived us-

ing various techniques. The tightest upper bounds come from
the search for the Faraday rotation of polarization of radio
emission from distant quasars (Kronberg & Simard-Normandin
1976; Kronberg & Perry 1982; Blasi et al. 1999) and from the
e�ect of magnetic fields on the anisotropy of Cosmic Microwave
Background radiation (Barrow et al. 1997; Durrer et al. 2000).

A new handle on the EGMF measure, using the cascade
emission from blazars, is now emerging as an alterna-
tive probe. In this method, multi-TeV �-rays from distant
(> 100 Mpc) blazars attenuate through pair production
interactions on the extragalactic background light (EBL),
leading to the development of electromagnetic cascades
(Aharonian et al. 1994; Plaga 1995; Coppi & Aharonian
1996; Neronov & Semikoz 2007; d’Avezac et al. 2007;
Murase et al. 2008; Eungwanichayapant & Aharonian 2009;
Neronov & Semikoz 2009; Elyiv et al. 2009; Dolag et al. 2009).
The angular pattern of the secondary cascade emission from
e+e� pairs deposited in the intergalactic medium through
pair production interactions depends on the EGMF strength.
The detection (non-detection) of the cascade emission signal
from known TeV �-ray emitting blazars could result in the
measurement of (lower bound on) the strength of the magnetic
field in intergalactic space along the line of sight toward these
blazars. The first application of this method for deriving lower
bounds on the EGMF have been carried out (Neronov & Vovk
2010; Tavecchio 2010; Dolag et al. 2010; Dermer et al. 2010),

Evangelos Sfakianakis Simulating Natural Inflation 10/19



Lattice Results
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Photons ! Charged Plasma

Instantaneous preheating e�ciently generates gauge fields, but
we are not made of gauge fields...

=) The “missing” link are Standard Model interactions
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Evolution of Helical Fields

In a turbulent plasma B�fields undergo inverse cascade :

helicity conservation

energy transfer from smaller to larger scales.
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This protects magnetic fields from fast decay
=) stronger magnetic fields today.
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ABSTRACT

The presence of asymmetry between fermions of opposite handedness in plasmas of relativistic

particles can lead to exponential growth of a helical magnetic field via a small-scale chiral dynamo

instability known as the chiral magnetic e�ect. Here we show, using dimensional arguments and

numerical simulations, that this process produces through the Lorentz force chiral-magnetically driven

turbulence. A k�2
magnetic energy spectrum emerges via inverse transfer over a certain range of

wavenumbers k. The total chirality (magnetic helicity plus normalized chiral chemical potential) is

conserved in this system. Therefore, as the helical magnetic field grows, most of the total chirality gets

transferred into magnetic helicity until the chiral magnetic e�ect terminates. Quantitative results for

height, slope, and extent of the spectrum are obtained. Consequences of this e�ect for cosmic magnetic

fields are discussed.

Subject headings: early universe—turbulence—magnetic fields—dynamo—magnetohydrodynamics

1. INTRODUCTION

Asymmetry between the number densities of left- and

right-handed fermions gives rise to what is known as

the chiral magnetic e�ect (CME) – an electric current

flowing along the magnetic field. This quantum e�ect

was first found by Vilenkin (1980) and then rederived

using di�erent arguments (Redlich & Wijewardhana

1985; Alekseev et al. 1998; Fröhlich & Pedrini 2000;

Fukushima et al. 2008). Joyce & Shaposhnikov (1997)

and Fröhlich & Pedrini (2000) showed that this phe-

nomenon destabilizes a weak magnetic field and leads

to its exponential growth. The CME has applications in

many fields of physics ranging from the early universe to

neutron stars and condensed matter systems (for reviews,

see, e.g., Kharzeev 2014; Miransky & Shovkovy 2015).

The total chirality in the system, i.e., the sum of

magnetic helicity and fermion chiral asymmetry, is con-

served. As the field becomes fully helical, the chiral

asymmetry will eventually disappear, so the total growth

of magnetic fields is limited (Joyce & Shaposhnikov

1997; Fröhlich & Pedrini 2000; Boyarsky et al. 2015;

Giovannini 2013; Tashiro et al. 2012; Pavlović et al.

2016; Hirono et al. 2015).

There is now significant interest in the possibil-

ity of generating a turbulent inverse cascade by the

CME (Boyarsky et al. 2012, 2015; Pavlović et al. 2016;

Hirono et al. 2015; Dvornikov & Semikoz 2017). Mean-

while, there has been considerable progress in our under-

standing of magnetically dominated helical turbulence

(Biskamp and Müller 1999; Kahniashvili et al. 2013). In

particular, the magnetic field B decays with time t such

that hB2i / t�2/3
while the correlation length grows like

⇠M / t2/3
, with hB2i ⇠M = const. In this paper we assess

the importance of the CME in establishing initial condi-

tions for the turbulent decay. This provides a critical

starting point, because we predict the value of hB2i ⇠M
based on the initial asymmetry.

It is worth noting that observational limits on the

product hB2i ⇠M have been derived from the non-

observations of GeV-energy halos around TeV blazars

(Aharonian et al. 2006). This has been interpreted

in terms of magnetic fields permeating the inter-

galactic medium over large scales (for a review, see

Durrer & Neronov 2013). Simultaneous GeV–TeV obser-

vations of blazars put lower limits on such fields between

10

�15
G (Taylor et al. 2011) and 10

�18
G (Dermer et al.

2011) at ⇠M ⇠ 1 Mpc. Systematic parity-odd correlations

between the directions of secondary photons and their

energies from the surroundings of blazars have been in-

terpreted in terms of helical magnetic fields of the order

of 10

�14
G (Tashiro et al. 2014; Tashiro & Vachaspati

2015). If this can be independently confirmed, it would

be a real detection.

The present day value of hB2i ⇠M and, more generally,

the modulus of the magnetic helicity, can be constrained

on dimensional grounds under the assumption that it is

determined only by the present day temperature T0 plus

fundamental constants: the Boltzmann constant kB, the

reduced Planck constant �, and the speed of light c. As

the dimension of hB2i is erg cm

�3
= G

2/4⇡, we find

hB2i ⇠M = ✏(kBT0)
3
(�c)�2, (1)

where ✏ is a dimensionless number (we determine a more

precise value in Section 4). Assuming for now ✏ = 1

and using T0 = 2.75 K, Equation (1) yields the numer-
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Late Universe Magnetic Field
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Who ordered that?
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Strong back-reaction from the gauge-field traps the inflaton.

Inflation ends momentarily.

Once the gauge fields red-shift enough, inflation re-starts.
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Time delay formalism a la Guth & Pi

Take the case of a single scalar field. If the field has quantum
fluctuations ��(~x , t) on top of a classical trajectory �

0

(t), then
one can write

�(~x , t) = �
cl

(t) + ��(~x , t) = �
cl

(t) � �⌧(~x)�̇
cl

(t)

) �(~x , t) = �
cl

(t � �⌧(~x))

Intuitively inflation ends on di↵erent times at di↵erent places.

The time delay field �⌧(~x) is given by

�⌧(~x) =
��(~x , t)

�̇
cl

(t)

2

(a) (b)

FIG. 1: (a) Potential energy function for new inflation. (b) Potential energy function for chaotic

inflation.

II. ORIGIN OF DENSITY PERTURBATIONS DURING THE INFLATIONARY
ERA

The idea that quantum fluctuations might be the origin of structure in the universe goes
back at least as far as a 1965 paper by Sakharov [1]. In the context of inflationary mod-
els, the detailed predictions are model-dependent, but a wide range of simple models give
generic predictions which are in excellent agreement with observations. In this section I
will give a pedagogical explanation of how these predictions arise, based on the time-delay
formalism that was used in the paper I wrote with S.-Y. Pi [2]. This formalism, which we
learned from Stephen Hawking, is the simplest to understand, and it is completely adequate
for the dominant perturbations in single-field, slow-roll inflation.1 More sophisticated ap-
proaches are needed, however, to study multifield models or models that violate the slow-roll
approximation, or to study extremely subdominant e�ects in single-field, slow-roll models.
Even for multifield inflation, however, some of the simplicity of the time-delay formalism
can be maintained by the use of the so-called �N formalism [11, 12]. There are a number of
reviews [12–14] and textbooks [15–18] that give a much more thorough discussion of density
perturbations in inflationary models than is appropriate here.

Inflation [20–22] takes place when a scalar field has a large potential energy density. A

1
The original work on density perturbations arising from scalar-field-driven inflation centered around the

Nu�eld Workshop on the Very Early Universe, Cambridge, U.K., June-July 1982. Four papers came out

of that workshop: Refs. [3], [2], [4], and [5]. Ref. [5] introduced a formalism significantly more general than

the previous papers. These papers tracked the perturbations from their quantum origin through Hubble

exit, reheating, and Hubble reentry. Earlier Mukhanov and Chibisov [6] had revived Sakharov’s idea in

a modern context, studying the conformally flat perturbations generated during the inflationary phase

of the Starobinsky model [8]. They developed a method of quantizing the metric fluctuations, a method

more sophisticated than is needed for the simpler models of Refs. [2]–[5], and gave a formula (without

derivation) for the final spectrum. For various reasons the calculations showing how the conformally flat

fluctuations during inflation evolve to the conformally Newtonian fluctuations after inflation were never

published, until the problem was reconsidered later in Refs. [9] and [10]. The precise answer obtained in

Ref. [6], Q(k) =

p
24⇡GM

⇣

1 +

1
2 ln(H/k)

⌘

, has not (to my knowledge) been confirmed in any modern

paper. However, the fact that Q(k) is proportional to ln(const/k) has been confirmed, showing that the

1981 paper by Mukhanov and Chibisov did correctly calculate what we now call ns (as was pointed out

in Ref. [7]).

and is related to the density perturbations or temperature
fluctuations

�T (~x)

T
=
�⇢(~x)

⇢
/ �⌧(~x)
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Inflaton trapping
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Linde, Mooij & Pajer, arXiv:1212.1693

An example of “trapped inflation”

Black Hole production is altered

=) Re-computing bounds on ↵/f

=) Possible PBH scenario?

Still much to be done!
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Summary

Axion inflation naturally has a Chern-Simons coupling to U(1)
+

Lattice simulations needed for large coupling

+
Instantaneous preheating &
e�cient scattering to the SM
=) high reheat temperature

+
Largely helical magnetic fields &

inverse cascade

+
Possible origin of

intergalactic magnetic fields

+
Large backreaction e↵ects
=) Inflaton trapping

can mimic potential feature

+
Possible enhanced PBH

production

+
Coupling constraints must be

updated
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Thank you!
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Baryogenesis through magnetogenesis

finite conductivity
of the primordial
plasma
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Axion Monodromy Potential

The potential is quadratic near the origin and “flattens out” for
larger values. This is a required condition for the formation of
oscillons

V (�) = µ3

✓

q

�2 + �2c � �c

◆

⇡
(

µ3� for � � �c
µ3

2|�c |�
2

for � ⌧ �c

Oscillons are long-lived field
configurations that are localized
in space and oscillate in time.

inflation

our initial conditions

V (�) =

1

2

m2�2 � �

4

�4
+

g2

6m2
�6 . . .

1

2

m2�2 � �

4

�44

Figure 1: The above figure shows an inflaton potential which can support oscillons. We are
only interested in the shape near the bottom of the potential well. Near the minimum, the
potential (thick black line) has to be shallower than quadratic (dotted line). The inflaton
potential away from the minimum (dashed line) is not crucial to our analysis apart from its
possible influence on the initial conditions.

• V �(�) � m2� < 0 is required for some range of � for the existence of oscillons. This
implies that � > 0 (ignoring terms beyond �6). Heuristically, the potential has to be
shallower than quadratic near the minimum.

• We assume that (�/g)2 ⌧ 1. This is not strictly required, however it makes a semi-
analytic analysis possible and allows for the existence of large (R � m�1), massive
(Mosc � m), robust flat-topped energy density configurations. In [45] we provided a
detailed analysis of the oscillon solutions and their stability in the above class of models.
The downside of this assumption is that it makes our model somewhat special. This
ratio appears often throughout the paper. The reader can assume a value (�/g)2 ⇠ 10�1

while reading most of the text.

• We assume that � ⌘
p

�(�/g)(m
pl

/m) � 1. Heuristically, � ⇠ µ/H characterizes the
growth rate of fluctuations µ compared to the Hubble rate H. This condition on �
is necessary for the parametric amplification of the initial fluctuations that ultimately
form large oscillons. We will discuss this requirement after an analysis of the linearized
solutions. While reading through the paper, the reader can assume � ⇠ 102. We
keep (m/m

pl

) fixed in this paper, hence � ⇠ 102 and (�/g)2 ⇠ 10�1 is equivalent to
� ⇠ 2.5 ⇥ 10�6. When we vary parameters, we find it convenient to treat (�/g) and �
as independent parameters instead of � and g.

4
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Oscillon Emergence

Oscillons have been numerically
shown to emerge after inflation
in axion monodromy models.

3

FIG. 2: Oscillon configuration with � = 1/2 and � = 50. The
top plot shows regions where �/��� > 4 (transparent) and 12
(solid), while the lower plot shows �/��� on a two dimensional
slice through the simulation. Length units are 1/a(t)m, and
these plots were made when a(t) = 5.46.

tically, f >� 0.3 is su�cient to guarantee that the field

configuration (and thus the post-inflationary universe as

a whole) was dominated by oscillons. Figure 3 shows f
as a function of ↵ and �, along with the maximal value

of the resonance parameter [|�(µk)|/H]max. We see that

strong resonance, or [|�(µk)|/H]max & 10, is both neces-

sary and su�cient for prompt, copious oscillon formation.

In models for which f is non-zero, it remains approxi-

mately constant for a several Hubble times after the onset

of oscillon domination, demonstrating that this phase is

long-lived, relative to prevailing cosmological time scales.

Unlike the oscillons studied in [10, 11, 13] which have a

stable, radial envelope, �(r), which evolves very slowly

with time, here the corresponding envelope is a periodic

function of time, and the oscillon “breathes” in and out.

The detailed dynamics of these oscillon solutions will be

discussed in a future publication, but we have simulated

a single oscillon (ignoring expansion) over a long interval

FIG. 3: The statistic, f , is shown at a(t) = 7 (a(t) = 1 at
the beginning of the simulation) as a function of � and � =
M

pl

/M . Contours show maximal value of the [|�(µk)|/H]max.
The thick black contour denotes [|�(µk)|/H]max = 7 whereas
the thin white ones correspond to [|�(µk)|/H]max = 1, 3.

for representative values of ↵ and � after imposing strict

radial symmetry, reducing the problem to a 1+1 PDE.

Even though oscillons are not protected by a conserved

charge and radiate energy [27–29], these simulations sug-

gest that they live long enough for the universe to grow

by a factor of 100 or more, and we expect this to be true

even if the assumption of radial symmetry is dropped.

Also, the quantum radiation will be small in the regime

where the self couplings, such as � ⇠ m2/M2
, are small

[29].

CONSEQUENCES AND DISCUSSION

We have demonstrated that for a large class of mod-

els in excellent agreement with the current concordance

cosmology inflation is naturally followed by an oscillon-

dominated phase, provided that the couplings to other

fields are small. These oscillons are generated by para-

metric resonance, which occurs if the inflationary poten-

tial turns over from the slow-roll regime to a quadratic

regime at a scale M ⌧ Mpl.

The inflationary models here are self-resonant, so os-

cillon production does not require specific couplings to

other fields. It is likely that any significant couplings

between the inflaton and other fields can inhibit the for-

mation of oscillons, by allowing resonant production of

quanta of these additional fields. Further, couplings to

other fields can reduce the stability of oscillons by pro-

viding an additional channel into which they can radiate

energy. Lastly, the impact of interactions between oscil-

lons is largely unexplored (however, see [35]).

Many resonant models include light fields, leaving the

universe in an intermediate state between matter and ra-

diation [30, 31], but massive self-resonant models lead to

an oscillon-dominated universe that is e�ectively mat-

3

FIG. 2: Oscillon configuration with � = 1/2 and � = 50. The
top plot shows regions where �/��� > 4 (transparent) and 12
(solid), while the lower plot shows �/��� on a two dimensional
slice through the simulation. Length units are 1/a(t)m, and
these plots were made when a(t) = 5.46.

tically, f >� 0.3 is su�cient to guarantee that the field

configuration (and thus the post-inflationary universe as

a whole) was dominated by oscillons. Figure 3 shows f
as a function of ↵ and �, along with the maximal value

of the resonance parameter [|�(µk)|/H]max. We see that

strong resonance, or [|�(µk)|/H]max & 10, is both neces-

sary and su�cient for prompt, copious oscillon formation.

In models for which f is non-zero, it remains approxi-

mately constant for a several Hubble times after the onset

of oscillon domination, demonstrating that this phase is

long-lived, relative to prevailing cosmological time scales.

Unlike the oscillons studied in [10, 11, 13] which have a

stable, radial envelope, �(r), which evolves very slowly

with time, here the corresponding envelope is a periodic

function of time, and the oscillon “breathes” in and out.

The detailed dynamics of these oscillon solutions will be

discussed in a future publication, but we have simulated

a single oscillon (ignoring expansion) over a long interval

FIG. 3: The statistic, f , is shown at a(t) = 7 (a(t) = 1 at
the beginning of the simulation) as a function of � and � =
M

pl

/M . Contours show maximal value of the [|�(µk)|/H]max.
The thick black contour denotes [|�(µk)|/H]max = 7 whereas
the thin white ones correspond to [|�(µk)|/H]max = 1, 3.

for representative values of ↵ and � after imposing strict

radial symmetry, reducing the problem to a 1+1 PDE.

Even though oscillons are not protected by a conserved

charge and radiate energy [27–29], these simulations sug-

gest that they live long enough for the universe to grow

by a factor of 100 or more, and we expect this to be true

even if the assumption of radial symmetry is dropped.

Also, the quantum radiation will be small in the regime

where the self couplings, such as � ⇠ m2/M2
, are small

[29].

CONSEQUENCES AND DISCUSSION

We have demonstrated that for a large class of mod-

els in excellent agreement with the current concordance

cosmology inflation is naturally followed by an oscillon-

dominated phase, provided that the couplings to other

fields are small. These oscillons are generated by para-

metric resonance, which occurs if the inflationary poten-

tial turns over from the slow-roll regime to a quadratic

regime at a scale M ⌧ Mpl.

The inflationary models here are self-resonant, so os-

cillon production does not require specific couplings to

other fields. It is likely that any significant couplings

between the inflaton and other fields can inhibit the for-

mation of oscillons, by allowing resonant production of

quanta of these additional fields. Further, couplings to

other fields can reduce the stability of oscillons by pro-

viding an additional channel into which they can radiate

energy. Lastly, the impact of interactions between oscil-

lons is largely unexplored (however, see [35]).

Many resonant models include light fields, leaving the

universe in an intermediate state between matter and ra-

diation [30, 31], but massive self-resonant models lead to

an oscillon-dominated universe that is e�ectively mat-

Amin, Easther, Finkel, Flauger,
Hertzberg, arXiv: 1106.3335
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Axion Monodromy inflation
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Inflation, Preheating & Tachyonic Resonance
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The amplification after the first tachyonic regime is (WKB):

eXk = e
R

p
�!2(t)dt
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WKB result

We calculate gauge field amplification after the first tachyonic
regime for both modes.

We expect the final state to be strongly polarized
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Definitions

EB(t) =

Z 1

0
dk EB , EB ⌘ k4

(2⇡)2
�

|A+|2 + |A�|2
�

HB(t) =

Z 1

0
dk HB , HB ⌘ k3

2⇡2
�

|A+|2 � |A�|2
�

Consistency relation |HB |  2k�2EB

We define the correlation length ⇠B = 1
EB

R 1
o

dk
k EB

leading to the integral consistency relation |HB |  2⇠BEB

We distinguish the physical quantities

B2
phys

(t) =
2

a4(t)
EB(t) , �

phys

(t) = a(t) 2⇡ ⇠B(t)
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