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GE Revolution — 
The GPU choice when it really matters 

The processor of #1 U.S. supercomputer and  
9 of 10 of world’s most energy-efficient supercomputers 

DGX-1: World’s 1st Deep Learning Supercomputer — 
The deep learning platform for AI researchers worldwide 

100M NVIDIA GeForce Gamers —  
The world’s largest gaming platform 

Pioneering AI computing for  
self-driving cars 

NVIDIA 
Pioneered GPU Computing | Founded 1993 | $7B | 9,500 Employees 

The visualization platform of every car company  
and movie studio 
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Deep Learning and  
Computer Vision 

GPU Compute 

NVIDIA GPU: MORE THAN GRAPHICS 

Graphics 
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GPU Computing 

NVIDIA 
Computing for the Most Demanding Users 

Computing Human Imagination 

Computing Human Intelligence 
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GTC CHINA 
BEIJING 

Sept. 13 

GTC TAIWAN 
TAIPEI 

Sept. 21 

GTC EUROPE 
AMSTERDAM 

Sept. 28 & 29 

GTCx Australia 
MELBOURNE 

Oct. 4 

GTC JAPAN 
TOKYO 

Oct. 5 

GTCx KOREA 
SEOUL 

Oct. 7 

GTC D.C. 
WASHINGTON 

Oct. 26 & 27 

GTCx INDIA 
MUMBAI 

Dec. 6 

ALL OVER  
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Exponential Growth  
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HOW 



11  

GPU Computing 

 x86   
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CUDA 

A simple sum of two vectors (arrays) in C 

 

 

 

GPU friendly version in CUDA 

Framework to Program NVIDIA GPUs 

__global__ void vector_add(int n, const float *a, const float *b, float *c) 
{ 
  int idx = blockIdx.x*blockDim.x + threadIdx.x; 
  if( idx < n ) 
    c[idx] = a[idx] + b[idx]; 
} 

void vector_add(int n, const float *a, const float *b, float *c) 
{ 
  for( int idx = 0 ; idx < n ; ++idx ) 
    c[idx] = a[idx] + b[idx]; 
} 
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EDUCATION 

START-UPS 

CNTK TENSORFLOW 

DL4J 

THE ENGINE OF MODERN AI 

NVIDIA DEEP LEARNING PLATFORM 

*U. Washington, CMU, Stanford, TuSimple, NYU, Microsoft, U. Alberta, MIT, NYU Shanghai 

VITRUVIAN 
SCHULTS  

LABORATORIES 

TORCH 

THEANO 

CAFFE 

MATCONVNET 

PURINE MOCHA.JL 

MINERVA MXNET* 

CHAINER 

BIG SUR WATSON 

OPENDEEP KERAS 
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Image “Volvo XC90” 

Image source: “Unsupervised Learning of Hierarchical Representations with Convolutional Deep Belief Networks” ICML 2009 & Comm. ACM 2011. 
Honglak Lee, Roger Grosse, Rajesh Ranganath, and Andrew Ng. 

CONVOLUTIONAL NEURAL NETWORKS 
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Biological vs artificial 
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Deep neural network (DNN) 

Input Result 

Raw data Low-level features Mid-level features High-level features 

Typically millions of images 

Billions of trainable parameters 

Robust 
 
Generalizable 
 
Scalable 
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Tree 

Cat 

Dog 

Machine Learning Software 

“turtle” 

Forward Propagation 

Compute weight update to nudge 

from “turtle” towards “dog” 

Backward Propagation 

Trained Model 

“cat” 

Repeat 

Training 

Inference 
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The Theory of Kevin (and Jamie aged 18 mths) 
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NN playground 
Visualising a neural network 

http://playground.tensorflow.org 
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Recurrent neural networks 

f g y t h t x t 
h t-1 

x – input; h – hidden state vector; y – output 

f – maps input and previous hidden state into 

new hidden state; g – maps hidden state into y 

f – can be a huge feed-forward network unfolding through 

time 

f 
g y t+2 

h t x t 
h t-1 

f x t+1 h t+1 
f x t+2 h t+2 

“classical” feed-forward network with shared weights f 

Most commonly trained by back-propagation 

To put  f ’s  weight update together: 

▪ sum with much smaller learning rate 

▪ averaging 
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Long short-term memory (LSTM)  

Hochreiter (1991) analysed vanishing gradient “LSTM falls out of this almost naturally” 

Gates control importance of  

the corresponding 

activations  

Training  

via 

backprop   

unfolded 

in time  

LSTM

: 

input 

gate 

output 

gate 

Long time dependencies are preserved until 

input gate is closed (-) and forget gate is open (O) 

forget 

gate 

Fig from Vinyals et al, Google April 2015 NIC Generator 

 

Fig from Graves, Schmidhuber et al, Supervised 

Sequence Labelling with RNNs 
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CNN + RNN 

THE NEXT STEP  ̶̶̶̶̶̶̶̶̶   NATURAL LANGUAGE PROCESSING 
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Dynamic Memory Networks 
MetaMind now SalesforceIQ https://arxiv.org/pdf/1603.01417v1.pdf 
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Application example 

Trained model Labelled 
training 

examples 

Inference applied to unseen inputs 
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Diagnosing with LSTM 
 

Left: Diabetic Ketoacidosis, Right: Brain Neoplasm                              http://arxiv.org/pdf/1511.03677v6.pdf  

http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf
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Bellman Principle and Q-function 

Q(s; a): the maximum expected return achievable by 

following any strategy after seeing sequence s and taking 

action a 

Bellman principle (dynamic programming) 

if the optimal value Q(s(t+1); a(t+1)) of the sequence s 

at the next time-step (t+1) was known for all possible 

actions a’, then the optimal strategy is to select the action 

a’ which maximizes the expected value of 

  r(t+1) + Q(s(t+1); a(t+1)) => max 
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DQN: deep Q-learning network 
REINFORCEMENT LEARNING 

Mastering Breakout 
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WHY 
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Deep learning teaches robots 

China Is Building a Robot Army of 
Model Workers 

Amazon robot challenge winner 
counts on deep learning AI 

Japan Must Refocus From US 
-dominated AI to Integrating Deep 
Learning into Manufacturing 
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Pieter Abbeel  
gym.openai.com 
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DEEP-LEARNING RESEARCH ROVER 
TURBO 2.0 
      

github.org/dusty-nv 
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DEEP REINFORCEMENT LEARNING 

Motor PWM 

Sensory Inputs 

Perceptron 

RNN 

Recognition 

Inference 

Goal/Reward 

user  
task 

S
h

o
rt

-t
e

rm
 

L
o

n
g
-t

e
rm

 

MOTION CONTROL 

AUTONOMOUS NAVIGATION 
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Da Vinci medical robotics 
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Automating Cardiac MRI analysis 

MRI  
imaging 

Manual 
annotation 

Software 
volume 

estimate 

DL performance matches expert cardiologist at computing ejection 
fraction – a key indicator of heart disease 
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GOOGLE DEEPMIND ALPHAGO CHALLENGE 
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Google, Apple, Tesla race to 
develop self-driving cars by 2020 

Daimler test self-driving truck 
platoon in live traffic 

Meet Uber’s Self-Driving Car 

GM buying self-driving tech 
startup for more than $1 billion 

Volvo to test self-driving cars on 
London’s roads next year 

Baidu wants to bring self-driving 
cars to the masses by 2021 

Daimler aims to launch  
self-driving car by 2020 

Otto, founded by ex-Googlers, is 
bringing self-driving technology 
to trucks 

DEEP LEARNING REINVENTS CARS 
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CHALLENGE for self-driving cars 
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REVOLUTIONIZED by DEEP LEARNING 

CONVENTIONAL 

DEEP NEURAL NETWORK 

(…) 
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POWERED BY TEGRA X1 



51  

Visual computing and AI will make 
future cars safer and delightful to 
drive.  
 
NVIDIA DRIVE PX™ 2 can perform 24 
trillion deep learning operations per 
second. The size of a lunchbox, it can 
fit neatly into a trunk.  
 
The DRIVE PX platform includes 
DriveWorks, for developing 
applications across the entire self-
driving pipeline; DIGITS, for training 
and visualizing deep neural networks; 
and DriveNet, our reference deep 
neural network. 



NVIDIA DRIVE™ PX 2 
Selected by Volvo on 
Journey Towards a  
Crash-Free Future 
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NVIDIA DRIVENET VIDEO Paper on 
http://arxiv.org/abs/1604.07316 

https://youtu.be/qhUvQiKec2U
https://youtu.be/qhUvQiKec2U
http://arxiv.org/abs/1604.07316
http://arxiv.org/abs/1604.07316
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MIT & DARPA put LIDAR on a chip using 

PHOTONICS 
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WORLD’S FIRST AUTONOMOUS CAR RACE 
10 teams, 20 identical cars  |  DRIVE PX 2: The “brain” of every car  |  2016/17 Formula E season 
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NVIDIA Deep Learning Platform  



57  NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE. 

NVIDIA DEEP LEARNING PLATFORM 

DEVELOPERS 

DEEP LEARNING SDK 

DL FRAMEWORK (CAFFE, CNTK,TENSORFLOW, THEANO, TORCH…) 

DEPLOYMENT AUTOMOTIVE - DRIVEPX 

EMBEDDED - JETSON 
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CUDA FOR DEEP LEARNING DEVELOPMENT 

TITAN X GPU CLOUD DEVBOX 

DEEP LEARNING SDK 

cuSPARSE cuBLAS DIGITS NCCL cuDNN 
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developer.nvidia.com 
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cuDNN 
Deep Learning Primitives 

IGNITING ARTIFICIAL 

INTELLIGENCE 

▪ GPU-accelerated Deep Learning 

subroutines 

▪ High performance neural network 

training 

▪ Accelerates Major Deep Learning 

frameworks: Caffe, Theano, Torch 

▪ Up to 3.5x faster AlexNet training 

in Caffe than baseline GPU 

Millions of Images Trained Per Day 

Tiled FFT up to 2x faster than FFT 

developer.nvidia.com/cudnn 

http://developer.nvidia.com/digits
http://developer.nvidia.com/digits
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WHAT’S NEW IN CUDNN 5? 

LSTM recurrent neural networks deliver up 
to 6x speedup in Torch 

Improved performance: 

• Deep Neural Networks with 3x3 convolutions, 
like VGG, GoogleNet and ResNets 

• 3D Convolutions 

• FP16 routines on Pascal GPUs 

Pascal GPU, RNNs, Improved Performance 

Performance relative to torch-rnn  
(https://github.com/jcjohnson/torch-rnn) 

DeepSpeech2: http://arxiv.org/abs/1512.02595 
Char-rnn: https://github.com/karpathy/char-rnn 

5.9x 
Speedup for char-rnn 

RNN Layers 

2.8x 
Speedup for DeepSpeech 2 

RNN Layers 
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DIGITSTM 

Quickly design the best deep neural 
network (DNN) for your data 

Train on multi-GPU (automatic) 

Visually monitor DNN training quality in 
real-time 

Manage training of many DNNs in parallel 
on multi-GPU systems 

 

 

Interactive Deep Learning GPU Training System 

developer.nvidia.com/digits  

http://developer.nvidia.com/digits
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DEEP VISUALIZATION TOOLBOX 
IMAGE RECOGNITION 
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DIGITS 4  

 

• Object Detection Workflows for 
Automotive and Defense 

• Targeted at Autonomous Vehicles, 
Remote Sensing 

Object Detection Workflow 

developer.nvidia.com/digits 

https://devblogs.nvidia.com/parallelforall/ 
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OBJECT DETECTION 

ADVANCED DRIVER ASSISTANCE SYSTEMS (ADAS) 

REMOTE SENSING 

MEDICAL DIAGNOSTICS 

PICKING AND GRASPING 
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NCCL ‘nickel’ 

A topology-aware library of accelerated 
collectives to improve the scalability of 
multi-GPU applications  

• Patterned after MPI’s collectives: 
includes all-reduce, all-gather, 
reduce-scatter, reduce, broadcast 

• Optimized intra-node communication 

• Supports multi-threaded and multi-
process applications 

Accelerating Multi-GPU Communications 

github.com/NVIDIA/nccl 
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GRAPH ANALYTICS with NVGRAPH 
developer.nvidia.com/nvgraph 

GPU Optimized Algorithms  

Reduced cost & Increased performance 

Standard formats and primitives 

Semi-rings, load-balancing 

Performance Constantly Improving 
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GPU INFERENCE ENGINE (GIE) 
High-performance deep learning inference for production deployment 

0

1

2

3

4

5

6

7

8

1 8 128

CPU-Only Tesla M4 + GIE

 Up to 16x More Inference 

Perf/Watt 

Batch  Sizes 

GoogLenet, CPU-only vs Tesla M4 + GIE on  
Single-socket Haswell E5-2698 v3@2.3GHz with HT 
 

Im
a
g
e
s/

S
e
c
o
n
d
/
W

a
tt

 

EMBEDDED 

Jetson TX1 

AUTOMOTIVE 

Drive PX 

DATA CENTER 

Tesla M4 

developer.nvidia.com/gie 
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NVIDIA DEEP LEARNING SOFTWARE PLATFORM 

AUTOMOTIVE 

DATA CENTER 

EMBEDDED 

NVIDIA DEEP LEARNING SDK 

DEVELOP WITH DIGITS DEPLOY WITH GIE 

TRAINED 
NETWORK 

TRAINING 
DATA 

TRAINING 

DATA MANAGEMENT 

MODEL ASSESSMENT 
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WHAT’S NEW IN DEEP LEARNING SOFTWARE 

cuDNN 5.1 GIE DIGITS 4 

Object Detection 
Improved performance for 

VGG, ResNet style networks 
High performance deep 

learning inference  

Embedded 

Data Center 

Automotive 
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Deep Learning Hardware 
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Training Caffe Googlnet ILSVRC, 1.3M Images with 60 epochs 

Slash DL Training Time by 40% 

# of Days 

3 Days 

Caffe Googlenet Training Time 

1.9 Days 

52 
 Days 

TITAN X PASCAL TITAN X MAXWELL 

CUDA cores 3584 3072 

Boost Clock 1.53 GHZ 1.08GHZ 

Memory 12GB G5X 12GB G5 

Memory Bandwidth (GB/s) 480 336 

GFLOPS (INT8) 44 - 

GFLOPS (FP32) 11 7 

TITAN X 
PERFORMANCE 
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NVLink Pascal Architecture 

 
New AI 

Algorithms 
 

COWOS with 
HBM2 Stacked Memory 

INTRODUCING TESLA P100 
Five Technology Breakthroughs Made it Possible 

16nm 
FinFET 



82  NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE. 
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LSDalton 

Quantum 
Chemistry 

 

12X speedup 
in 1 week 

Numeca 

CFD 
 
 

10X faster kernels 
2X faster app 

PowerGrid 

Medical 
Imaging 

 

40 days to       
2 hours 

INCOMP3D 

CFD 
 
 
 

3X speedup 

NekCEM 

Computational 
Electromagnetics 

 

2.5X speedup 
60% less energy 

COSMO 

Climate  
Weather 

 

40X speedup 
3X energy efficiency 

CloverLeaf 

CFD 
 
 

4X speedup 
Single CPU/GPU code  

MAESTRO 
CASTRO 

Astrophysics 
 
 

4.4X speedup 
4 weeks effort 



Today, Tesla GPUs power the fastest 

supercomputers in the US, Europe 

and Japan, and 20 of the 25 most 

energy-efficient in the world.  

 

NVIDIA and IBM have been selected 

to power two next-gen USA 

supercomputers, which are 

expected to be the worlds fastest 

when they come online.   

 

Powered by Tesla GPUs and our 

breakthrough NVLink interconnect 

technology. 
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Engineered for deep learning  |  170TF FP16  |  8x Tesla P100 

NVLink hybrid cube mesh  |  Accelerates major AI frameworks 

NVIDIA DGX-1 
WORLD’S FIRST DEEP LEARNING SUPERCOMPUTER 
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CUDA 8 – WHAT’S NEW 

Stacked Memory 

NVLINK 

FP16 math 

P100 Support 
Larger Datasets 

Demand Paging 

New Tuning APIs 

Standard C/C++ Allocators 

CPU/GPU Data Coherence &  

Atomics 

Unified Memory  

New nvGRAPH library 

cuBLAS improvements for Deep Learning 

 

Libraries 
Critical Path Analysis 

2x Faster Compile Time 

OpenACC Profiling  

Debug CUDA Apps on Display GPU 

Developer Tools 
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Instant productivity — plug-and-
play, supports every AI framework 
 
Performance optimized across  
the entire stack 
 
Always up-to-date via the cloud 
 
Mixed framework environments  
— virtualized and containerized 
 
Direct access to NVIDIA experts 

DGX STACK 
Fully integrated Deep Learning platform  
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NVIDIA DGX-1 SOFTWARE STACK 
Optimized for Deep Learning Performance  

Accelerated 
Deep Learning 

cuDNN NCCL 

cuSPAR
SE 

cuBLAS cuFFT 

Container Based 
Applications 

NVIDIA Cloud 
Management 

Digits DL Frameworks GPU 
Apps 

https://devblogs.nvidia.com/parallelforall/nvidia-docker-gpu-server-application-deployment-made-easy/ 
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A SUPERCOMPUTER FOR 
AUTONOMOUS MACHINES 
 
Bringing AI and machine learning to 
a world of robots and drones 

Jetson TX1 is the first embedded 
computer designed to process deep 
neural networks 

1 TeraFLOPS in a credit-card sized 
module 
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System on Module 
JETSON TX1 

GPU 1 TFLOP/s 256-core Maxwell 

CPU 4x 64-bit ARM A57 CPUs | 1.6 GHz 

Memory 4 GB LPDDR4 | 25.6 GB/s 

Video decode 4K 60Hz H.264 

Video encode 4K 30Hz H.264 

CSI Up to 6 cameras | 1400 Mpix/s 

Display 2x DSI, 1x eDP 1.4, 1x DP 1.2/HDMI  

Wi-Fi 802.11 2x2 ac 

Networking 1 Gigabit Ethernet 

PCI-E Gen 2 1x1 + 1x4 

Storage 16 GB eMMC, SDIO, SATA 

Other 3x UART, 3x SPI, 4x I2C, 4x I2S, GPIOs 

Power 10-15W, 6.6V-19.5VDC 

Size 50mm x 87mm 
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DIGITS Workflow VisionWorks Jetson Media SDK 

and other technologies: 

CUDA, Linux4Tegra, NSIGHT EE, OpenCV4Tegra, OpenGL, Vulkan, System Trace, Visual Profiler 

Deep Learning SDK 

NVIDIA 
JETPACK 
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Jetson TX1  
Developer Kit 

Jetson TX1 

Developer Board 

5MP Camera 
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HORUS 
BLIND ASSIST DEVICE 

Horus.tech 

SOCIAL 
INNOVATION 

AWARD WINNER 



108  8/24/2

016 
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Potentially Hazardous Asteroid 
detection/classification 
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Wrap Up 
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NVIDIA DEEP LEARNING EVERYWHERE, 
EVERY PLATFORM 

TITAN X 
Available via etail in 

200+ countries 

DGX-1 
The HPC appliance for 
instant productivity 

TESLA 
Servers in every shape and size  

 

CLOUD 
Everywhere 
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Getting started with deep learning 
developer.nvidia.com/deep-learning 
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Training organizations and individuals to solve challenging problems using Deep Learning 

On-site workshops and online courses presented by certified experts  

Covering complete workflows for proven application use cases 
Image classification, object detection, natural language processing, recommendation systems, and more 

www.nvidia.com/dli 

 

Hands-on Training for Data Scientists and Software Engineers  

NVIDIA Deep Learning Institute 

www.nvidia.com/dli
www.nvidia.com/dli
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DEEP LEARNING &  

ARTIFICIAL INTELLIGENCE 

 

Sep 28-29, 2016 | Amsterdam 

www.gputechconf.eu #GTC16EU 

AUTONOMOUS VEHICLES VIRTUAL REALITY &  

AUGMENTED REALITY 

SUPERCOMPUTING & HPC 

GTC Europe is a two-day conference designed to expose the innovative ways developers, businesses and academics are 

using parallel computing to transform our world. 

EUROPE’S BRIGHTEST MINDS & BEST IDEAS 
 

GET A 20% DISCOUNT WITH CODE 
 ALLOGTCEU2016 

2 Days | 1,000 Attendees | 50+ Exhibitors | 50+ Speakers | 10+ Tracks | 15+ Hands-on Labs| 1-to-1 Meetings 

http://www.gputechconf.eu/


COME DO YOUR LIFE’S WORK 
JOIN NVIDIA 

 We are looking for great people at all levels to help us accelerate the next wave of AI-driven 

computing in Research, Engineering, and Sales and Marketing.  

 

Our work opens up new universes to explore, enables amazing creativity and discovery, and 

powers what were once science fiction inventions like artificial intelligence and autonomous 

cars. 

 

Check out our career opportunities: 

• www.nvidia.com/careers  

• Reach out to your NVIDIA social network or NVIDIA recruiter at 

DeepLearningRecruiting@nvidia.com 

 

 

http://www.nvidia.com/careers
mailto:DeepLearningRecruiting@nvidia.com
mailto:DeepLearningRecruiting@nvidia.com


Questions? 

alowndes@nvidia.com 


