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NVIDIA

100M NVIDIA GeForce Gamers —
The world’s largest gaming platform

Pioneering Al computing for
self-driving cars

DGX-1: World’s 15t Deep Learning Supercomputer —
The deep learning platform for Al researchers worldwide

-
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GE Revolution —
The GPU choice when it really matters

The visualization platform of every car company
and movie studio

The processor of #1 U.S. supercomputer and
9 of 10 of world’s most energy-efficient supercomputers
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NVIDIA GPU: MORE THAN GRAPHICS

Graphics GPU Compute Deep Learning and
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NVIDIA. CuDNN  hvipia
CUDA VISIONWORKS’
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NVIDIA

Computing for the Most Demanding Users

GPU Computing “’

Computing Human Imagination '

~

Computing Human Intelligence



GTC CHINA
BEIJING

Sept. 13

GTC JAPAN
TOKYO

Oct. 5

GTC TAIWAN
TAIPEI

Sept. 21

GTCx KOREA
SEOUL

Oct. 7

GTC EUROPE
AMSTERDAM

Sept. 28 & 29

GTC D.C.
WASHINGTON

Oct. 26 & 27

GTCx Australia
MELBOURNE

Oct. 4

GTCx INDIA
MUMBAI

Dec. 6
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Exponential Growth
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GPU Computing




CUDA

A simple sum of two vectors (arrays) in C

void vector_add(int n, const float *a, const float *b, float *c)

{

for( int 1dx = 0 ; 1dx < n ; ++1idx )
c[1dx] = a[idx] + b[idx];

GPU friendly version in CUDA

__global__ void vector_add(int n, const float *a, const float *b, float *c)

{
int idx = blockIdx.x*blockDim.x + threadIdx.x:

1f( 1dx < n )
c[1dx] = a[1idx] + b[idx];
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CONVOLUTIONAL NEURAL NETWORKS
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“ nsupervised Learning of Hierarchical Representations with Convolutional Deep Belief Networks” ICML 2009 & Comm. ACM 2011.
oger Grosse, Rajesh Rangan th nd Andre ng 14 <ANVIDIA.



Biological vs artificial

Input Layer

\\~
\\
\
\\

Middle Layer




Deep neural network (DNN)

Raw data Low-level features Mid-level features High-level features

Robust
Generalizable

Scalable




Inference

Machine Learning Software

Forward Propagation

Backward Propagation

< |

Compute weight update to nudge
from “turtle” towards “dog”

Trained Model

—

17 <4 NVIDIA.



The Theory of Kevin (and Jamie aged 18 mths)




NN playground

Visualising a neural network
http://playground.tensorflow.org

Tinker With a Neural Network Right Here in Your Browser.

Don't Worry, You Can't Break It. We Promise.

o terations Learning rate Activation Regularization Regularization rate Problem type
>l
000,000 0.03 Tanh None 0 Classification

DATA FEATURES + — 2 HIDDEN LAYERS OUTPUT

Which dataset do Which properties do Test loss 0.526

you want to use? you want to feed in? Traini ss 0.528

¥ ¥ n & m & raining loss 0.528
& 4 neurons 2 neurons

X,

(3
3

Xz D : .-
Ratio of training to e ‘i‘:-
“ - .
test data: 50% .é‘. g ,:_L‘!'h._ ,
Sef% _ tmne H
—s [
H .s.'.-‘ 2
- -
Noise: 0 .
. D

Batch size: 10 This is the output

Y ¥ This is the output

_. - from one neuron
22 <ANVIDIA.



Recurrent neural networks

X — Input; h — hidden state vector; y — output

f —maps input and previous hidden state into X f ht

new hidden state; g — maps hidden state into y ht-l

f — can be a huge feed-forward network @ unfolding through
time

K R he
Nes

“classical” feed-forward network with shared weights f

Most commonly trained by back-propagation

To put f’s weight update together:
sum with much smaller learning rate
averaging

23 <ANVIDIA.



Long short-term memory (LSTM)

Hochreiter (1991) analysed vanishing gradient “LSTM falls out of this almost naturally”

word prediction output
I gate

= 7777 Y

memory block? 2323" .* .” " .’ " .* O

= Zebbbbdd

Long time dependencies are preserved until
input gate is closed (-) and forget gate is open (O)

updating
term

G ateS con t o I | m p 0 rtan ce Of Fig from Graves,.Schr_nidhuber et al, Supervised
Fig from Vinyals et al, Google April 2015 NIC Generator th e corres p on d | n g Sequence Labelling with RNNs

activations

24 <ANVIDIA.



THE NEXT STEP — NATURAL LANGUAGE PROCESSING

CNN + RNN

‘ (o l\'N". ™ Wi
) = |

(334])
START “straw” “hat”

Figure 4. Diagram of our multimodal Recurrent Neural Network
generative model. The RNN takes a word, the context from previ-

'man in blue wetsuit is surfing on

"young girl in pink shirt is s
Vv .

swinging on swing."

‘black and white dog jumps over
bar.

"girl in pink dress is jumping in
air’

image - sentence score Sy
f sum

Figure 3. Diagram for evaluating the image-sentence score Sg;.
Object regions are embedded with a CNN (left). Words (enriched
by their context) are embedded in the same multimodal space with
a BRNN (right). Pairwise similarities are computed with inner
products (magnitudes shown in grayscale) and finally reduced to
image-sentence score with Equation 8.

‘woman is holding bunch of
bananas.

"baseball player is throwing ball
in game.’

"black cat is sitting on top of
suitcase.

R

a young boy is holding a
baseball bat.

"a cat is sitting on a couch with a
remote control."

"a woman holding a teddy bear in
front of a mirror.

‘a horse is standing in the middle
of aroad’



Dynamic Memory Networks

MetaMind now SalesforcelQ https://arxiv.org/pdf/1603.01417v1.pdf

- S -

What is this sculpture - What color are
made out of ? the bananas ?

Whafl;the pattern on the Answer: stripes Did the player hit
cat ' s fur on its tail ? the ball ?

What is the boy holding ?  Answer: surfboard

26 <ANVIDIA.



Google Research Blog
e OMart Reply
Incoming Email

O dcorrado 537PM , / \ ACtlvate
to me o

Smart Reply?

Small PY

Hi all,
W ted to invi joi f |
e, —>  Feed-Forward —% yes/no
around 2PM. Please bring your favorite dish! RSVP by

Neural Network
G 4

Dave

Generated Replies

@ - .

Count us in! We'll be there! Sorry, we wontl be
able to make it.

Research at Google



. . IEEE 2016 Conference on
Learning to Read Chest X-Rays: Recurrent Neural Cascade Model for Automated Image Annotation Computer Vision and Pattern

Hoo-Chang Shin, Kirk Roberts, Le Lu, Dina Demner-Fushman, Jianhua Yao, and Ronald M. Summers Recognition
Imaging Biomarkers and Computer-Aided Diagnosis Laboratory, Radiology and Imaging Sciences, National Institutes of Health Clinical Center C‘, pR 201 é

Application example

Example Data:

Comparison: None

gl Indication: Burmese male
has complete TB treatment

Findings: Both lungs are
clear and expanded with

it Generating image annotation:

lingula. Heart size normal. m
' I l

Calcified right hilar XXXX
are present

aceta_thoracic / tortuous / mild opacity / kung / middle_lobe / calcified_granuloma / lung / opacity [ lung / middle_lobe /
right fsorta_thoracic / tortuous middle_lobe / right / multiple right / blood_vessels

Impression: No active disease.
opacity / lung / base / left calcified_granuloma / lung / calcified_granuloma / lung /

hilum / right middie_lobe / right

MeSH
Major
Pulmonary Atelectasis
/ lingula / focal
Calcinosis
/ lung / hilum / right

CHEST 2V FRONTAL/LATERAL XXXX, XXXX XXXX PM

Input image ‘

aorta_thoracic / tortucus

d annotation

Joint image/text context vector:

~ Averaging CNN/RNN encoding vectors for composite image labeling,
considering both image and text contexts
GUrward; Gurwnrd, Owwordn
4 4 4

ger

image input (I) ;
e umLJF_‘ unrodl
-cw:vw ’ T § -
Rl Ol
initialize
N word, N yord, N ordys sirspace_disease / lung / hilum / thoracic_vertebrae_degenerative
right / lung / hitum { mild
| peanpoine J nodule / lurg / hilum / right sorta_tortuous /

thoracic_vertebrae_degenarative

mild
joint image/text context vector: /




Diagnosing with LSTM

Probability of Diabetes mellitus with ketoacidosis during ICU stay

1.0

0.9
LSTM-Simple

LSTM-AuxNet -
106

LSTM-TR

LSTM-AuxNet-TR

i i i I I
Go 72 84 06 Los 120

Hours in PICU

Left: Diabetic Ketoacidosis, Right: Brain Neoplasm http://arxiv.org/pdf/1511.03677v6.pdf



http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf
http://arxiv.org/pdf/1511.03677v6.pdf

Q(s; a): the maximum expected return achievable by

following any strategy after seeing sequence s and taking
action a

Bellman principle ( )

if the optimal value Q(s(t+1); a(t+1)) of the sequence s
at the next time-step (t+1) was known for all possible
actions a’, then the optimal strategy is to select the action
a’ which maximizes the expected value of

r(t+1) + Q(s(t+1); a(t+1)) => max

31 NVIDIA.



DQN: deep Q-learning network
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engadget

MIT
Technology
Review

Forbes




Pieter Abbeel
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Long-term

Short-term

DEEP REINFORCEMENT LEARNING

Sensory Inputs

Inference

Recognition

Perceptron

Goal/Reward

Motor PWM



Da Vinci medical robotics

1

SET

/
{
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Automating Cardiac MRI analysis
DL performance matches expert cardiologist at computing ejection
fraction - a key indicator of heart disease

mbakhsh et al./Medical Image Analysis 17 (2013) 1010-1024

Software
volume
estimate

42 <ANVIDIA.



GOOGLE DEEPMIND ALPHAGO CHALLENGE
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‘TRUCKS.COM

FUELING YOUR MIND FOR THE ROAD AHEAD

e
e - T




CHALLENGE for self-driving cars

48 <ANVIDIA.



REVOLUTIONIZED by DEEP LEARNING

DEEP NEURAL NETWORK

CONVENTIONAL




POWERED BY TEGRA X1






NVIDIA DRIVE™ PX 2
Selected by Volvo on
Journey Towards a

Crash-Free FgftUre ‘

*m@‘?’ i N Wﬁ e A




NVIDIA DRIVENET


https://youtu.be/qhUvQiKec2U
https://youtu.be/qhUvQiKec2U
http://arxiv.org/abs/1604.07316
http://arxiv.org/abs/1604.07316

MIT & DARPA put LIDAR on a chip using
PHOTONICS




WORLD’S FIRST AUTONOMOUS CAR RACE

10 teams, 20 identical cars | DRIVE PX 2: The “brain” of every car | 2016/17 Formula E season

@ ROBORACE



NVIDIA Deep Learning Platform



NVIDIA DEEP LEARNING PLATFORM

DL FRAMEWORK (CAFFE, CNTK,TENSORFLOW, THEANO, TORCH...)

DEEP LEARNING SDK

DEVELOPERS DEPLOYMENT AUTOMOTIVE - DRIVEPX

«

EMBEDDED - JETSON

L2 i

X by
} i

<X -

] s

~
ez
sy

amazon =™ \iicrosoft Azure
webservices™ .

FESE x| W2oitd
===7= X IEDITS
SOF TLAY=R' Alibaba Cloud Computing

57 <4 NVIDIA.



CUDA FOR DEEP LEARNING DEVELOPMENT

DIGITS

CUSPARSE

CUBLAS

DEEP LEARNING SDK

NCCL

TITAN X D]2":10)4¢ GPU CLOUD

SOFTLAY=R'

“" amazon
"7 webservices™

[y Microsoft Azure

58 <4 NVIDIA.



NVIDIA cuDNN

Building blocks for accelerating deep
neural networks on GPUs

- High performance deep neural
network training

- Accelerates Deep Learning: Caffe,
CNTK, Tensorflow, Theano, Torch

- Performance continues to improve
over time

2015

NVIDIA has improved the speed of cuDNN
with each release while extending the

interface to more operations and devices
at the same time.




<A NVIDIA DEVELOPER

NVIDIA SDK

The Essential Resource for GPU Developers

NVIDIA SDK

DEEP LEARNING SELF-DRIVING CARS VIRTUAL REALITY GAME

Deep Learning SDK NVIDIA DriveWorks™ NVIDIA VRWorks™ DEVELOPMENT
High-performance tools and Deep learning, HD mapping and A comprehensive SDK for VR NVIDIA GameWorks™

libraries for deep learning supercomputing solutions, from headsets, games and professional Advanced simulation and rendering

s . - ADAS to fully autonomous applications technology for game development
RPN ) :

ACCELERATED DESIGN & AUTONOMOUS ADDITIONAL
COMPUTING VISUALIZATION MACHINES RESOURCES

NVIDIA ComputeWorks™ NVIDIA DesignWorks™ NVIDIA JetPack™ More resources for GPU Developers
Everything scientists and engineers Tools and technologies to create Powering breakthroughs in

need to build GPU-accelerated professional graphics and advanced autonomous machines, roboticss

applications rendering applications - embedded computing




cuDNN

Deep Learning Primitives

IGNITING ARTIFICIAL
INTELLIGENCE

developer.nvidia.com/cudnn

GPU-accelerated Deep Learning
subroutines

High performance neural network
training

Accelerates Major Deep Learning
frameworks: Caffe, Theano, Torch

Up to 3.5x faster AlexNet training
in Caffe than baseline GPU

Tiled FFT up to 2x faster than FFT
2.5x

2.0x

1.5x

1.0x

0.5x

0.0x

S I A e (A e
FEEEEEE

Millions of Images Trained Per Day

100
90
80
70
60
50
40
30

20
10
0

cuDNN 1 cuDNN 2 cuDNN 3 cuDNN 4

Caffe
Ten;gow I torch

B Microsoft

CNTK

w KERAS  theano

o MINERVA  DL4J

Deeplearning4j

Chainer

MatConvNet



http://developer.nvidia.com/digits
http://developer.nvidia.com/digits

WHAT’S NEW IN CUDNN 5?7

Pascal GPU, RNNs, Improved Performance

LSTM recurrent neural networks deliver up
to 6x speedup in Torch 5 9X

Improved performance:

Speedup for char-rnn
Deep Neural Networks with 3x3 convolutions, RNN Layers
like VGG, GoogleNet and ResNets

3D Convolutions

2.8X

FP16 routines on Pascal GPUs

Speedup for DeepSpeech 2
RNN Layers

Performance relative to torch-rnn
(https://github.com/ jcjohnson/torch-rnn)
DeepSpeech2: http://arxiv.org/abs/ 1512.02595
Char-rnn: https://github.com/karpathy/char-rnn



DIGITS™

Interactive Deep Learning GPU Training System

Quickly design the best deep neural
network (DNN) for your data

Train on multi-GPU (automatic)

Visually monitor DNN training quality in
real-time

Manage training of many DNNs in parallel
on multi-GPU systems

developer.nvidia.com/digits

64 <ANVIDIA.


http://developer.nvidia.com/digits

DEEP VISUALIZATION TOOLBOX

oonvl pl nl conv2 p2 n2 conv3 conv4 convd p5 fe6 fc7 fe8 prob

N
0.53 tiger shark
0.468 great white shark

he

66 NVIDIA.

fwd convl_ 0O | Back: off | Boost: 0/1



DIGITS 4 EPra v}
Object Detection Workflow - | | -
B/ATM:: 40 60 %0
Object Detection Workflows for
DetectNet Generic Image Model - 1028490 s

Automotive and Defense

Targeted at Autonomous Vehicles,
Remote Sensing

https://devblogs.nvidia.com/parallelforall/

developer.nvidia.com/digits



OBJECT DETECTION

REMOTE SENSING PICKING AND GRASPING
T =..

&w P—— z A%.,, Ll .
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NCCL ‘nickel’

Accelerating Multi-GPU Communications

A topology-aware library of accelerated
collectives to improve the scalability of ;
multi-GPU applications [

Patterned after MPI’s collectives:
includes all-reduce, all-gather,
reduce-scatter, reduce, broadcast

Optimized intra-node communication

Supports multi-threaded and multi-

process applications
github.com/NVIDIA/nccl



GRAPH ANALYTICS with NVGRAPH

developer.nvidia.com/nvgraph

GPU Optimized Algorithms

(59 Reduced cost & Increased performance

Standard formats and primitives
Semi-rings, load-balancing

Performance Constantly Improving

70 <ANVIDIA.



GPU INFERENCE ENGINE (GIE) =~ . o oo

Up to 16x More Inference
7 Perf/Watt

DATA CENTER AUTOMOTIVE EMBEDDED
6

High-performance deep learning inference for production deployment

5

4

3
]
(G
)
©
C
o
(@)
(]
© o1
(%]
(V]
on
=
= 0

1 8 128
Batch Sizes

GooglLenet, CPU-only vs Tesla M4 + GIE on
developer.nvidia.com/gie Single-socket Haswell E5-2698 v3@2.3GHz with HT




NVIDIA DEEP LEARNING SOFTWARE PLATFORM

<o o
= > W o< |l
DATA MANAGEMENT EMBEDDED

7™

>
TRAINING TRAINING TRAINED
DATA .......................... NETWORK
MODEL ASSESSMENT AUTOMOTIVE

NVIDIA DEEP LEARNING SDK o



WHAT’S NEW IN DEEP LEARNING SOFTWARE

DIGITS 4

Object Detection

High performance deep
learning inference

Improved performance for
VGG, ResNet style networks




Deep Learning Hardware
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TITAN X

The Ultimate

/]
/
LT

- ‘\

Pascal Architecture | 11TFLOPS | 12GB G5X 3



Slash DL Training Time by 40%

Caffe Googlenet Training Time

52
Core i7-6700K Days

TITAN X Maxwell . 3 Days

TIT AN X TITAN X Pascal F 1.9 Days
PERFORMANCE LI VLR N

CUDA cores 3584 3072
Boost Clock 1.53 GHZ 1.08GHZ
Memory 12GB G5X 12GB G5

Memory Bandwidth (GB/s) 480 336

GFLOPS (INT8) 44
GFLOPS (FP32) 11 7

Training Caffe Googlnet ILSVRC, 1.3M Images with 60 epochs



INTRODUCING TESLA P100

16nm COWOS with
FInFET HBM2 Stacked Memory

New Al
Algorithms

Pascal Architecture NVLink

80 NVIDIA.



FP16 vs FP32

Max. Value ~61,000 ~1e38

Grid points between each

power of 2 2048 ~16,700,000

Smallest number you can
add toone and get a
different number
(ULP relative to 1)

~.000489 ~.00000006

%%
Baié@d Research Erich Elsen

82 <ANVIDIA.



LSDalton

12X speedup
in 1 week

2.5X speedup
60% less energy

PowerGrid

10X faster kernels 40 days to
2X faster app 2 hours

\ ‘“ {”‘r\
i
\

<

2

?g CloverLeaf

40X speedup - 4X speedup
3X energy efficiency jSingle CPU/GPU codg

INCOMP3D

3X speedup

.I P ] MAESTRO

BN CASTRO

4.4X speedup
4 weeks effort

84 <ANVIDIA.



Today, Tesla GPUs power the fastest

supercomputers in the US, EurOpe
and Japan, and 20 of the 25 most
energy-efficient in the world '

NVIDIA and IBM have been selected
to power two next-gen USA
supercomputers, which are
expected to be the worlds fastest
when they come online. = ‘

Powered by Tesla GPUs and our
breakthrough NVLink mterconnect
technology. e

T

uuuuuuu

& Nationaf Laboratoty



NVIDIA DGX-1

3 WORLD’S FIRST DEEP LEARNING SUPERCOMPUTER

Engineered for deep learning | 170TF FP16 | 8x Tesla P100
NVLink hybrid cube mesh | Accelerates major Al frameworks




CUDA 8 - WHAT’S NEW

P100 Support | Unified Memory

Stacked Memory =.FElE Larger Datasets

NVLINK Demand Paging !.,

FP16 math New Tuning APIs
Standard C/C++ Allocators ’ ’
CPU/GPU Data Coherence & ]
Atomics

"\ AN

Libraries Developer Tools

New nvGRAPH library Critical Path Analysis | L |

cuBLAS improvements for Deep Learning 2x Faster Compile Time oo o |

OpenACC Profiling

Debug CUDA Apps on Display GPUI %




NVIDIA" DGX-1




DGX STACK

Fully integrated Deep Learning platform

DEEP LEARNING FRAMEWORKS

BB Microsoft

Caffe Chfli::er CNTK
MatConvNet fTensorFlw

theano "7 torch

MANAGEMENT
NVIDIA Cloud Management
Service

~
\/

DEEP LEARNING USER SOFTWARE
NVIDIA DIGITS™

DEEP LEARNING LIBRARIES
NVIDIA cuDNN and NCCL

CONTAINERIZATION TOOL

NVDocker

GPU DRIVER
NVIDIA GPU Compute
Driver Software

SYSTEM
GPU-Optimized
Linux Server 0S

Instant productivity — plug-and-
play, supports every Al framework

Performance optimized across
the entire stack

Always up-to-date via the cloud

Mixed framework environments
— virtualized and containerized

Direct access to NVIDIA experts



NVIDIA DGX-1 SOFTWARE STACK

Optimized for Deep Learning Performance

/ Accelerated \ /C \ / \

ontainer Based NVIDIA Cloud

Deep Learning Applications Management
Digits DL Frameworks S;p%

CuSPAR cuBLAS cuFFT
SE

https://devblogs.nvidia.com/parallelforall/nvidia-docker-gpu-server-application-deployment-made-easy/ 92 SANVIDIA




A SUPERCOMPUTER FOR
AUTONOMOUS MACHINES

Bringing Al and machine learning to
a world of robots and drones

Jetson TX1 is the first embedded
computer designed to process deep
neural networks

1 TeraFLOPS in a credit-card sized
module




JETSON TX1

SyS t e m O n M O d u I e GPU - 1 TFLOP/s 256-core Maxwell

CPU 4x 64-bit ARM A57 CPUs | 1.6 GHz
Memory 4 GB LPDDR4 | 25.6 GB/s
Video decode 4K 60Hz H.264

Video encode 4K 30Hz H.264

Csi Up to 6 cameras | 1400 Mpix/s
Display | 2x DSI, 1x eDP 1.4, 1x DP 1.2/HDMI
Wi-Fi | 802.11 2x2 ac

Networking | 1 Gigabit Ethernet

PCI-E | Gen 2 1x1 + 1x4

Storage | 16 GB eMMC, SDIO, SATA

Other | 3x UART, 3x SPI, 4x 12C, 4x 12S, GPIOs
Power | 10-15W, 6.6V-19.5VDC

Size | 50mm x 87mm

101 <4NVIDIA.



NVIDIA
JETPACK

Deep Learning SDK DIGITS Workflow VisionWorks

and other technologies:
CUDA, Linux4Tegra, NSIGHT EE, OpenCV4Tegra, OpenGL, Vulkan, System Trace, Visual Profiler
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Jetson TX1
Developer Kit

Jetson TX1
Developer Board
5MP Camera
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EMERGING COMPANIES

SUMMIT

SOCIAL
INNOVATION
AWARD WINNER

o Il fiume sembrava vino
sotta le nostre ali —vino scuro del Wisconsin, Versava porporada
un lato all‘altro della valle per poi tornare indietro, La strada gli
passava sopra una volta, due volte, ancora due volte, come un
volano bizzarro chesi lasciava dietro una scia di cemento armato,

Lungo questa scia, nel nostro volo, apparivano villaggi conil
colore dell’erba novella a fine primavera, che lavavano i loro
alberi nel vento pulito. Stava iniziando il grande arazzo dell’esta-
te e, per noi, |‘avventura.

Seicento metri sopra il terreno, intorno a noi I'aria era d'ar-
gento, fredda e tagliente, cosi immensamente alta sopra i nostrip
due vecchi aeroplani che un sasso lanciatole dentro si sarebbe-
perso per sempre, Lasst verso |'alto riuscivo a vedere soltanto il,
blu scuro metallico dello spazio.

Questi due ragazzi si fidano di me, pensai, ma io non ho la
pidt pallida idea di cosa ci sarebbe capitato. Continuano a crede-
re, dal momento che I'idea & stata mia, che devo sapere cosa sto
facendo. Avrei dovuto dir loro di stare a casa.
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NASA

FRONTIER

DEVELOPMENT LAB

Potentially Hazardous Asteroid
detection/classification
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NVIDIA DEEP LEARNING EVERYWHERE,
EVERY PLATFORM /

CLOUD
Everywhere

£

Alibaba.com

amazon
S
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Google

TESLA BB Microsoft

Servers in every shape and size

DGX-1

The HPC appliance for Al cmaee .

TITAN X instant productivity

Available via etail in @ IERL Lenovo =
200+ countries uanta Computer




Getting started with deep learning

developer.nvidia.com/deep-learning

<A NVIDIA ACCELERATED COMPUTING  Downloads Training  Ecosystem  Forums

DEEP LE/
Deep learning is the fastest-growing field in machine learning. It uses many-layered
Deep Neural Networks [DNNs] to learn levels of representation and abstraction that
make sense of data such as images, sound, and text.

Get Started With Deep Learning

Deep Learning

B8 Download Deep
il Learning Software

Institute

NVIDIA GPUs - The Engine of Deep Learning

Traditional machine learning uses handwritten feature extraction and \ 3 >

1 p i . . . . \ forward  “dog”
modality-specific machine learning algorithms to label images or recognize v A !
voices. However, this method has several drawbacks in both time-to-solution 0 .:l? “human face"

and accuracy. ArgeN ~ T 7 backward error

Today's advanced deep neural networks use algorithms, big data, and the
computational power of the GPU to change this dynamic. Machines are now ¥

AAE » ii Sy X
able to learn at a speed, accuracy, and scale that are driving true artificia - \i?" R forward hiariais faca®
1 U/ n
varied N y
NFERENCE




NVIDIA Deep Learning Institute

Hands-on Training for Data Scientists and Software Engineers

Training organizations and individuals to solve challenging problems using Deep Learning

On-site workshops and online courses presented by certified experts

Covering complete workflows for proven application use cases
Image classification, object detection, natural language processing, recommendation systems, and more

www.nvidia.com/dli
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EUROPE’S BRIGHTEST MINDS & BEST IDEAS
GPU &Girreic

GET A 20% DISCOUNT WITH CODE
W sep26-29,2016 | Amsterdam ALLOGTCEU2016

DEEP LEARNING & AUTONOMOUS VEHICLES VIRTUAL REALITY & SUPERCOMPUTING & HPC
ARTIFICIAL INTELLIGENCE AUGMENTED REALITY

GTC Europe is a two-day conference designed to expose the innovative ways developers, businesses and academics are
using parallel computing to transform our world.

2 Days | 1,000 Attendees | 50+ Exhibitors | 50+ Speakers | 10+ Tracks | 15+ Hands-on Labs| 1-to-1 Meetings


http://www.gputechconf.eu/

COME DO YOUR LIFE’S WORK

JOIN NVIDIA

We are looking for great people at all levels to help us accelerate the next wave of Al-driven
computing in Research, Engineering, and Sales and Marketing.

Our work opens up new universes to explore, enables amazing creativity and discovery, and

powers what were once science fiction inventions like artificial intelligence and autonomous
cars.

Check out our career opportunities:

« www.nvidia.com/careers
« Reach out to your NVIDIA social network or NVIDIA recruiter at

DeeplearningRecruiting@nvidia.com
NVIDIA.



http://www.nvidia.com/careers
mailto:DeepLearningRecruiting@nvidia.com
mailto:DeepLearningRecruiting@nvidia.com

Question




