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The solar atmosphere: multiple regimes
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non-LTE inversions: NICOLE

• One atom can be treated in non-LTE (statistical equilibrium). 
• 1.5D, each pixel is treated as a plane-parallel atmosphere. 
• Hydrostatic equilibrium to derive pressure scales given a tau 

scale and a temperature profile. 
• Complete redistribution of scattered photons (CRD). 
• Fortran/MPI.
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Cauzzi+ (2008,2009), Pietarila+(2008), 
Manso-Sainz+ (2010), Leenaarts+ 

(2009,2014), de la Cruz Rodriguez+ 
(2012,2013), Carlin+ (2015).

Hα CRD, SE Zeeman (AR), Hanle (QS) 3D
Socas-Navarro+ (2004), Cauzzi+ (2009), 

Stepan+ (2010), Leenaarts+ (2012, 2015), 
Morton+ (2014)

Ca II H & K PRD, SE Zeeman (AR), Hanle (QS) 1.5D (?)
Shine+ (1974), Uitenbroek (1989), Martinez-
Pillet+ (1990), Solanki+ (1991), Leenaarts+ 

(2013)

Mg II h & k PRD, SE Hanle (k) 1.5D Belluzzi+ (2012), Leenaarts+ (2013), 
Pereira (2013,2015), de Pontieu+ (2014)

He I 5876 & 10830 CRD (?), non-EQ (?) Zeeman + Hanle (?)
Lopez-Ariste+ (2002), Solanki+ (2003), Casini+ 
(2005), Centeno (2006,+2010), Asensio-Ramos

+ (2008), Schad+ (2013,2015), Golding+ 
(2014), Orozco-Suarez+ (2015), Martinez-

Gonzalez+ (2015).
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scale and a temperature profile. 
• Complete redistribution of scattered photons (CRD). 
• Fortran/MPI.
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FTS atlas: spatial average in quiet-Sun

Photosphere Chromosphere

Reversed C-shape bisector from Ca II isotopic splitting 
(Leenaarts et al. 2014)
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Motivations:  
• Multi-line / multi-atom inversions. 
• New observations with IRIS and CHROMIS in the H & K lines 

of Mg II and Ca II.

Courtesy of J. Leenaarts (Stockholm University)

Leenaarts 800704-1232                               Project description                                                    CHROMATIC

We include a three-pronged theoretical approach of (1) inversion techniques to derive the 3D time-
dependent atmospheric structure of the Sun from SST observations, (2) advanced numerical 
simulations of the solar atmosphere and (3) computation of synthetic observations from the 
simulations for comparison with observations.  

The proposal has the following specific objectives: 
1. Record data in the He I 1083 nm line at 200 km resolution (3 times better than slit instruments) 

with a cadence of 5 s, using an innovative microlens-based imaging spectropolarimeter. 
2. Together with simultaneous data taken with the other instruments on the SST (CRISP imaging 

spectropolarimeter and CHROMIS imaging spectrograph) as well as IRIS data, obtain time-
resolved co-temporal and co-spatial diagnostics at all heights from the low photosphere to the 
high chromosphere. 

3. Through non-LTE inversion techniques derive the three-dimensional vector-magnetic field, 
velocity and thermal structure in the entire chromosphere from the observations. 

4. Interpret these data guided by state-of-the-art radiation-MHD simulations and advanced 3D 
non-LTE radiative transfer calculations to compute the emergent spectra from the simulations. 

5. By combining goals 1—4, answer the following important science questions: how and where is 
energy dissipated in the chromosphere; how does the chromosphere regulate mass and energy 
flow into the corona; and how does magnetic flux rise through the chromosphere? 

B Science questions 

B.1 How large is the non-thermal energy input into the chromosphere and how and where is it 
dissipated? 
Numerical simulations show that a hot chromosphere cannot be maintained without magnetic field 
(e.g., Leenaarts et al. 2011, A&A,530,124). How magnetic energy is dissipated in the chromosphere 
remains unknown. Waves play a role: However, compressive waves alone appear to be insufficient 
(Fossum & Carlsson 2005, Nature,435,929). Magnetic kink waves (Morton et al 2014, ApJ,784,29) 
and torsional waves (Van Ballegooijen et al. 2011, ApJ,736,3) have been suggested, but the 
evidence of actual dissipation of such waves remains scarce, and the relation between observed 
wave-like intensity variations and the magnetic field remains unclear (Leenaarts et al. 2015,ApJ,
Page �2

Figure 1: Height of formation for spectral lines that will be observed as computed with MULTI3D (Leenaarts & 
Carlsson 2009,ASPC,415,87) from a radiation-MHD simulation using BIFROST (Gudiksen et al. 2011,A&A,
531,154). The formation heights are indicated with optical depth unity (τ=1) at line centre for Mg II (purple), Ca II 
(blue) and Hα (orange). The gray gradation shows the formation range of the He I 1083 nm line, while the red and 
green solid colors the ranges of Ca II 8542 and Fe I 6301. The photosphere is located around z=0 Mm, the height 
where plasma β=1 is indicated with a dashed line, and the onset of the transition region with a solid black line. All 
spectral lines together cover the atmosphere from the photosphere to the upper chromosphere, and allow derivation of 
the magnetic field, temperature, velocities and to a certain extent mass density as function of height.

The solar atmosphere



INTerface Region INverSIon Code (INTRINSIC)
• In-house Milne-Eddington and LTE implementations. 
• NLTE forward module based on RH (Uitenbroek 2001). 
• Multiple atoms can be treated in non-LTE (statistical equilibrium). 
• 1.5D, each pixel is treated as a plane-parallel atmosphere. 
• Hydrostatic equilibrium to derive pressure scales. 
• Complete and partial redistribution of scattered photons (CRD, PRD). 
• New possibilities with Ca II H & K and Mg II h & k along with Ca II IR lines. 
• Written in C/C++ / MPI / netCDF4.
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Basic setup: Mg II h & k + triplet lines
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Figure 1. Term diagram of the 10 level plus continuum Mg ii atomic model. The Mg ii h&k lines are indicated by red lines, all other bound–bound transitions are blue,
and the bound–free transitions are yellow. All lines indicating bound–bound transitions are annotated with the line-center wavelength in nanometers.
(A color version of this figure is available in the online journal.)

Figure 2. Relaxation timescale (gray/black, left axis) and gas temperature
(brown, right axis) as function of column mass and time in the dynamic
simulation at 10 s intervals from t = 1600 s to t = 1780 s. The thickest
lines represent the relaxation timescale and the temperature averaged in time
over all time steps between t = 1120 s and t = 3590 s. Two individual time steps
are drawn as thick lines: t = 1640 s (red) and t = 1760 s (blue). The height scale
of the initial state is given as reference.
(A color version of this figure is available in the online journal.)

temperature and electron density, through the Saha-equation in
LTE and the ionization and recombination rate coefficients in
non-LTE (cf. Mihalas 1978; Rutten 2003). It is thus expected
that the fraction of magnesium in its neutral form is highest in
cool gas at a high density.

The addition of Mg i levels to our Mg ii model atom causes
a large performance penalty due to the large increase in the
number of levels and transitions. This penalty is so large that it
would hamper computation of the h&k lines from time series of
large 3D RMHD simulations.

We therefore investigated whether Mg i should be included
in non-LTE for accurate computation of the h&k line profiles.
We created a model atom including neutral, singly ionized and
twice ionized magnesium by adding the 65 level Mg i atom of

Carlsson et al. (1992) to the Mg ii model, including all pertinent
transitions.

We then compared the non-LTE radiative transfer problem
between this large model atom and our small 10 level plus
continuum Mg ii atom where we only included the 65 level
Mg i atom as a source of background opacity assuming LTE.
Including Mg i in LTE in the background does not significantly
increase the amount of computational work.

We used RH to solve the radiative transfer problem for both
model atoms in three plane-parallel atmospheres: FALC, a
column of 3DMHD, and a column of 2DMHD. From the latter
model, we specifically chose a column with a low temperature
throughout most of the chromosphere and photosphere, thus
representing a case with a large influence of Mg i on the h&k
profiles.

The results are shown in Figure 3. Panels (a)–(c) show the
temperature structure in the models and panels (d)–(f) show
the fraction of all magnesium in the various ionization states.
As expected, the fraction of Mg i is largest in cool areas in the
photosphere, but only in the extremely cool 2DMHD case it
exceeds 10%. Above 1 Mm height, at most 1% of magnesium
is in the form of neutral atoms.

Panels (g)–(l) show the effect on the emergent line profiles. If
Mg i is treated as an LTE background element, then the opacity
in the wavelength range of the h&k lines is increased owing to
the larger fraction of Mg i in LTE compared to non-LTE. In the
h&k line cores, the Mg i opacity is insignificant. In the outer line
wings, however, Mg i opacity is important, especially in the red
wing of Mg ii h because of the presence of the Mg i resonance
line at 285.2 nm.

Treating Mg i in LTE leads to higher wing opacity. With
a source function that decreases with height this results in a
lower h&k wing intensity. The cores of the lines are, however,
completely unaffected.

We therefore conclude that it is safe to ignore Mg i if one
is interested mainly in the chromosphere where the h&k line

4

Leenaarts et al. (2013)

Aim: Complete coverage from the photosphere to the transition region.
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Figure 1. Spatially and temporally averaged synthetic spectrum, compared with observations from RASOLBA (Staath & Lemaire 1995) and HRTS-9 (Morrill &
Korendyke 2008). The transmission function for the IRIS 279.60 nm slit-jaw filter is also shown (in arbitrary units). Also noted are the locations of the photospheric
lines used in Section 4.3 and the quasi-continuum groups used in Section 4.4. The inset shows the location of the k1, k2, and k3 spectral features.
(A color version of this figure is available in the online journal.)

to the atmosphere’s thermodynamic conditions. In the present
paper, we study the diagnostic potential contained in the IRIS
NUV spectra and slit-jaw images, taking into account the finite
resolution of the instrument and the impact of noise. We revisit
the Mg ii diagnostics as seen from IRIS and we also investigate
the potential of the many photospheric lines in the NUV window
of IRIS (mostly blended in the wings of the h&k lines). Our
methodology follows closely that of Paper II: we make use of
a realistic MHD simulation of the solar atmosphere, for which
we calculate the detailed spectrum in the NUV window. The
simulation employed does not reproduce some mean properties
of the observed spectrum; see Figure 1. In particular, the mean
synthetic Mg ii spectrum shows less emission than observed and
the peak separation is too small. Our forward modeling gives
a mapping between physical conditions in the model and the
synthetic spectrum and this is valid even if the mean spectrum
from the model does not match the observed mean spectrum.
Applying this deduced mapping to the observations will tell
us in what way the numerical simulations are inadequate in
describing the Sun.

The outline of this paper is as follows. In Section 2, we
describe the atmosphere model used and how the synthetic
spectra were calculated. In Section 3, we study the impact of
the IRIS resolution on the derived relations between spectral
features of Mg ii h&k and physical conditions in the solar
atmosphere, and in Section 4 we study the diagnostic potential of
several photospheric lines. In Section 5, we study the formation
properties of the NUV slit-jaw images. We conclude with a
discussion in Section 6.

2. MODELS AND SYNTHETIC DATA

2.1. Atmosphere Model

To study the line formation in the NUV window of IRIS, we
make use of a 3D radiative MHD simulation performed with the
Bifrost code (Gudiksen et al. 2011). This is the same simulation
as was used in Paper I and Paper II. To cover a larger sample
of atmospheric conditions, we used 37 simulation snapshots,
including the snapshot used in Paper II (henceforth referred to
as snapshot 385, its number in the time series).

Bifrost solves the resistive MHD equations on a staggered
Cartesian grid. The setup used is the so-called “box in a star,”
where a small region of the solar atmosphere is simulated,
neglecting the radial curvature of the Sun. The simulation we use
here includes a detailed radiative transfer treatment including

coherent scattering (Hayek et al. 2010), a recipe for non-LTE
(NLTE) radiative losses from the upper chromosphere to the
corona (Carlsson & Leenaarts 2012), thermal conduction along
magnetic field lines (Gudiksen et al. 2011), and allows for
non-equilibrium ionization of hydrogen in the equation of state
(Leenaarts et al. 2007).

The simulation covers a physical extent of 24 × 24 ×
16.8 Mm3, extending from 2.4 Mm below the average τ500 = 1
height and up to 14.4 Mm, covering the upper convection zone,
photosphere, chromosphere, and lower corona. The grid size is
504 × 504 × 496 cells, with a constant horizontal resolution of
48 km and non-uniform vertical spacing (about 19 km resolution
between z = −1 and z = 5 Mm, up to a maximum of 98 km
at the top). The photospheric mean unsigned magnetic field
strength of the simulation is about 5 mT (50 G), concentrated in
two clusters of opposite polarity, placed diagonally 8 Mm apart
in the horizontal plane. We make use of a time series covering
30 min of solar time. The physical quantities in the simulation
were saved in snapshots every 10 s, but to keep the computational
costs manageable we used only every 5th snapshot (37 snapshots
in total).

2.2. Synthetic Spectra

To calculate the synthetic spectra, we used a modified
version of the RH code (Uitenbroek 2001). RH performs
NLTE radiative transfer calculations allowing for PRD effects,
which are important in the Mg ii h&k lines. As discussed
in Paper I, full 3D PRD calculations with chromospheric
models are not feasible at the moment, due to numerical
instabilities (and in any case are much more computationally
demanding). Therefore, our modified version of RH operates
under the “1.5D” approximation: each atmospheric column is
treated independently as a plane-parallel 1D atmosphere. As
shown in Paper I, this is a good approximation for the Mg ii
h&k spectra, except at the very line core where the scattered
radiation from oblique rays is important. Treating each column
independently presents a highly parallel problem; our code is
message passing interface-parallel and scales well to thousands
of processes. Other modifications from RH include the hybrid
angle-dependent PRD recipe of Leenaarts et al. (2012) and the
gradual introduction of the PRD effects to ease convergence.

For the NLTE calculations, we employ the 10-level plus
continuum Mg ii atom described in Paper I. This atom is a larger
version of the “quintessential” 4-level plus continuum atom used

2
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Figure 1. Term diagram of the 10 level plus continuum Mg ii atomic model. The Mg ii h&k lines are indicated by red lines, all other bound–bound transitions are blue,
and the bound–free transitions are yellow. All lines indicating bound–bound transitions are annotated with the line-center wavelength in nanometers.
(A color version of this figure is available in the online journal.)

Figure 2. Relaxation timescale (gray/black, left axis) and gas temperature
(brown, right axis) as function of column mass and time in the dynamic
simulation at 10 s intervals from t = 1600 s to t = 1780 s. The thickest
lines represent the relaxation timescale and the temperature averaged in time
over all time steps between t = 1120 s and t = 3590 s. Two individual time steps
are drawn as thick lines: t = 1640 s (red) and t = 1760 s (blue). The height scale
of the initial state is given as reference.
(A color version of this figure is available in the online journal.)

temperature and electron density, through the Saha-equation in
LTE and the ionization and recombination rate coefficients in
non-LTE (cf. Mihalas 1978; Rutten 2003). It is thus expected
that the fraction of magnesium in its neutral form is highest in
cool gas at a high density.

The addition of Mg i levels to our Mg ii model atom causes
a large performance penalty due to the large increase in the
number of levels and transitions. This penalty is so large that it
would hamper computation of the h&k lines from time series of
large 3D RMHD simulations.

We therefore investigated whether Mg i should be included
in non-LTE for accurate computation of the h&k line profiles.
We created a model atom including neutral, singly ionized and
twice ionized magnesium by adding the 65 level Mg i atom of

Carlsson et al. (1992) to the Mg ii model, including all pertinent
transitions.

We then compared the non-LTE radiative transfer problem
between this large model atom and our small 10 level plus
continuum Mg ii atom where we only included the 65 level
Mg i atom as a source of background opacity assuming LTE.
Including Mg i in LTE in the background does not significantly
increase the amount of computational work.

We used RH to solve the radiative transfer problem for both
model atoms in three plane-parallel atmospheres: FALC, a
column of 3DMHD, and a column of 2DMHD. From the latter
model, we specifically chose a column with a low temperature
throughout most of the chromosphere and photosphere, thus
representing a case with a large influence of Mg i on the h&k
profiles.

The results are shown in Figure 3. Panels (a)–(c) show the
temperature structure in the models and panels (d)–(f) show
the fraction of all magnesium in the various ionization states.
As expected, the fraction of Mg i is largest in cool areas in the
photosphere, but only in the extremely cool 2DMHD case it
exceeds 10%. Above 1 Mm height, at most 1% of magnesium
is in the form of neutral atoms.

Panels (g)–(l) show the effect on the emergent line profiles. If
Mg i is treated as an LTE background element, then the opacity
in the wavelength range of the h&k lines is increased owing to
the larger fraction of Mg i in LTE compared to non-LTE. In the
h&k line cores, the Mg i opacity is insignificant. In the outer line
wings, however, Mg i opacity is important, especially in the red
wing of Mg ii h because of the presence of the Mg i resonance
line at 285.2 nm.

Treating Mg i in LTE leads to higher wing opacity. With
a source function that decreases with height this results in a
lower h&k wing intensity. The cores of the lines are, however,
completely unaffected.

We therefore conclude that it is safe to ignore Mg i if one
is interested mainly in the chromosphere where the h&k line
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0.3 < z < 0.8 Mm leads the source function to peak and then
drop, causing an emission line.

Here we define “emission” as the intensity in the line core
being higher than in the line wings. In the quiet Sun simulation

one finds about 1% of the columns with emission “bumps” in
the far wings—these correspond to locations where the heating
takes place at deeper layers and have essentially the same
formation mechanism as the profiles with emission in the line
core. Nevertheless, for the remainder of this section we restrict
ourselves to the more extreme events of line core emission.
In Figure 3 we show distributions for the ranges of heights,

column mass, and electron densities where the lines are formed.
Unlike in Figure 2, where we show the distributions for z
(τ= 1), here we show the ranges of typical conditions where
the lines are formed. The distributions are given for the
maximum and minimum z(τ= 1), the heights where the optical
depth reaches unity, and for the values of column mass,
electron density, and temperature at those maximum and
minimum heights. The bulk of the line is formed in the region
between the maximum and minimum distributions, with the
line wings formed close to the minimum heights, and the line
center formed closer to the maximum heights. Reflecting the
very different density profiles, the lines are formed much higher
in the emerging flux flaring simulation than in the quiet Sun
simulation. However, when shown on a column mass scale the
formation region is very similar. The electron density and
temperature distributions are more convoluted, and again
reflect the differences between the simulations. In the flaring
simulation there is a subset of columns with very cool mid-
chromospheres, and this causes a double peaked distribution
for the temperature of maximum height of formation. There is a
clear tendency for the regions in emission to be formed at lower
column mass densities, higher up in the atmosphere; this is true
for both the quiet Sun simulation and the flaring simulation. We
find that the triplet lines are sensitive to column masses of

Figure 1. Intensity formation diagram for the two Mg II lines around 279.88 nm, in two columns of the quiet Sun simulation. Case (a) shows a typical column (left
side), with the lines in absorption, while case (b) shows a column where the lines are in emission (right side). For (a) and (b), the individual panels show the quantity
specified in the top left corner, where χν is the absorption coefficient, τν the optical depth, and Sν the total source function. The quantities are shown as a function of
Doppler shift from 279.88 nm and simulation height z. The top left panels (χν/τν) represent the asymmetry contribution. The bottom right panel shows CI, the
contribution function to intensity, and is obtained by multiplying the other three panels (to improve its visibility, CI was divided by the maximum at each wavelength).
A τ = 1 curve (cyan) and the vertical velocity (red, positive is upflow) are plotted in each panel, with a vz = 0 line in the first panel for reference. In the upper right
panel we show also the Planck function (white dotted) and the source function at Δv = 0 (white dashed) in temperature units (scale at the top). The lower right panel
contains also the intensity profile in brightness temperature units (scale on the right), at the resolution of the simulation (solid white line) and convolved with the
instrumental profile of IRIS (dashed white line, spatially and spectrally convolved as in Pereira et al. 2013).

Figure 2. Comparison of quiet Sun formation regions for the Mg II triplet lines
and the k line. Showing distributions of the height where optical depth reaches
unity and corresponding column mass, for the line center wavelengths of two
triplet lines, and for the k3 and k2 features of the k line. Curves depict the kernel
density estimation with a Gaussian kernel (see text), normalized by the
maximum value.

3

The Astrophysical Journal, 806:14 (8pp), 2015 June 10 Pereira et al.

Pereira et al. (2015)Leenaarts et al. (2013)

Aim: Complete coverage from the photosphere to the transition region.

The Astrophysical Journal, 778:143 (17pp), 2013 December 1 Pereira et al.

Figure 1. Spatially and temporally averaged synthetic spectrum, compared with observations from RASOLBA (Staath & Lemaire 1995) and HRTS-9 (Morrill &
Korendyke 2008). The transmission function for the IRIS 279.60 nm slit-jaw filter is also shown (in arbitrary units). Also noted are the locations of the photospheric
lines used in Section 4.3 and the quasi-continuum groups used in Section 4.4. The inset shows the location of the k1, k2, and k3 spectral features.
(A color version of this figure is available in the online journal.)

to the atmosphere’s thermodynamic conditions. In the present
paper, we study the diagnostic potential contained in the IRIS
NUV spectra and slit-jaw images, taking into account the finite
resolution of the instrument and the impact of noise. We revisit
the Mg ii diagnostics as seen from IRIS and we also investigate
the potential of the many photospheric lines in the NUV window
of IRIS (mostly blended in the wings of the h&k lines). Our
methodology follows closely that of Paper II: we make use of
a realistic MHD simulation of the solar atmosphere, for which
we calculate the detailed spectrum in the NUV window. The
simulation employed does not reproduce some mean properties
of the observed spectrum; see Figure 1. In particular, the mean
synthetic Mg ii spectrum shows less emission than observed and
the peak separation is too small. Our forward modeling gives
a mapping between physical conditions in the model and the
synthetic spectrum and this is valid even if the mean spectrum
from the model does not match the observed mean spectrum.
Applying this deduced mapping to the observations will tell
us in what way the numerical simulations are inadequate in
describing the Sun.

The outline of this paper is as follows. In Section 2, we
describe the atmosphere model used and how the synthetic
spectra were calculated. In Section 3, we study the impact of
the IRIS resolution on the derived relations between spectral
features of Mg ii h&k and physical conditions in the solar
atmosphere, and in Section 4 we study the diagnostic potential of
several photospheric lines. In Section 5, we study the formation
properties of the NUV slit-jaw images. We conclude with a
discussion in Section 6.

2. MODELS AND SYNTHETIC DATA

2.1. Atmosphere Model

To study the line formation in the NUV window of IRIS, we
make use of a 3D radiative MHD simulation performed with the
Bifrost code (Gudiksen et al. 2011). This is the same simulation
as was used in Paper I and Paper II. To cover a larger sample
of atmospheric conditions, we used 37 simulation snapshots,
including the snapshot used in Paper II (henceforth referred to
as snapshot 385, its number in the time series).

Bifrost solves the resistive MHD equations on a staggered
Cartesian grid. The setup used is the so-called “box in a star,”
where a small region of the solar atmosphere is simulated,
neglecting the radial curvature of the Sun. The simulation we use
here includes a detailed radiative transfer treatment including

coherent scattering (Hayek et al. 2010), a recipe for non-LTE
(NLTE) radiative losses from the upper chromosphere to the
corona (Carlsson & Leenaarts 2012), thermal conduction along
magnetic field lines (Gudiksen et al. 2011), and allows for
non-equilibrium ionization of hydrogen in the equation of state
(Leenaarts et al. 2007).

The simulation covers a physical extent of 24 × 24 ×
16.8 Mm3, extending from 2.4 Mm below the average τ500 = 1
height and up to 14.4 Mm, covering the upper convection zone,
photosphere, chromosphere, and lower corona. The grid size is
504 × 504 × 496 cells, with a constant horizontal resolution of
48 km and non-uniform vertical spacing (about 19 km resolution
between z = −1 and z = 5 Mm, up to a maximum of 98 km
at the top). The photospheric mean unsigned magnetic field
strength of the simulation is about 5 mT (50 G), concentrated in
two clusters of opposite polarity, placed diagonally 8 Mm apart
in the horizontal plane. We make use of a time series covering
30 min of solar time. The physical quantities in the simulation
were saved in snapshots every 10 s, but to keep the computational
costs manageable we used only every 5th snapshot (37 snapshots
in total).

2.2. Synthetic Spectra

To calculate the synthetic spectra, we used a modified
version of the RH code (Uitenbroek 2001). RH performs
NLTE radiative transfer calculations allowing for PRD effects,
which are important in the Mg ii h&k lines. As discussed
in Paper I, full 3D PRD calculations with chromospheric
models are not feasible at the moment, due to numerical
instabilities (and in any case are much more computationally
demanding). Therefore, our modified version of RH operates
under the “1.5D” approximation: each atmospheric column is
treated independently as a plane-parallel 1D atmosphere. As
shown in Paper I, this is a good approximation for the Mg ii
h&k spectra, except at the very line core where the scattered
radiation from oblique rays is important. Treating each column
independently presents a highly parallel problem; our code is
message passing interface-parallel and scales well to thousands
of processes. Other modifications from RH include the hybrid
angle-dependent PRD recipe of Leenaarts et al. (2012) and the
gradual introduction of the PRD effects to ease convergence.

For the NLTE calculations, we employ the 10-level plus
continuum Mg ii atom described in Paper I. This atom is a larger
version of the “quintessential” 4-level plus continuum atom used
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0

1

2

3

4

5

6

7

8
⇥10�6

plage

4

5

6

7

8

9

10

11

12

T
[k

K
]

4

5

6

7

8

9

10

11

12

T
[k

K
]

�7 �6 �5 �4 �3 �2 �1 0
log ⌧500 [dex]

4

5

6

7

8

9

10

11

12

T
[k

K
]

�10

�5

0

5

10

[m
s�

1 ]

�10

�5

0

5

10

[m
s�

1 ]

T
vl.o.s
vturb

�10

�5

0

5

10

[m
s�

1 ]

quiet Sun, plage and sunspot profiles from IRIS

6

Fig. 4.— Sensitivity of the emergent Mg II k line to variations in a 1D static plage atmosphere model. Top row: (a) best-fit model
atmosphere (red) as function of column mass. Curves in shades of gray show variations of the column mass of the TR. (b) Emergent
Mg II k line-core profile from the best-fit atmosphere (red) and the variations shown in the panel on the left (corresponding shades of gray).
The average plage profile from the IRIS observations is shown in blue. The outer minima are photospheric lines from di↵erent elements
than Mg that are not included in the modeling. (c) Same as (b), but now for the two subordinate lines at 279.875 nm and 279.882 nm.
Bottom row: same as the top row, but now for variations in the temperature of the chromospheric plateau.

Fig. 5.— Sensitivity of the emergent lines to variations in a 1D static plage atmosphere model. This figure follows the same format as
Figure 4. Top row: variation in chromospheric microturbulence. Bottom row: variation in column mass of the chromospheric temperature
increase.

Carlsson et al. (2015)
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What comes next?



Model: Depth-stratified atmosphere (working in optical-depth at 500 nm). 

Parameters: temperature, vlos, Bz, Bx, By, vturbulent, Pgas, Pel. 

Inversion    : temperature, vlos, Bz, Bx, By, vturbulent. (hydrostatic eq. for Pgas). 

HSRA

Nodes inversion



Nodes define the locations where the model is perturbed and modified. 

The number of nodes can be different for each parameter. 

We need the entire atmosphere to integrate the RT equation.

HSRA

Nodes in depth-stratified atmosphereNode-less inversion



Nodes define the locations where the model is perturbed and modified. 

The number of nodes can be different for each parameter. 

We need the entire atmosphere to integrate the RT equation.

HSRA

Node-less inversion



Nodes define the locations where the model is perturbed and modified. 

The number of nodes can be different for each parameter. 

We need the entire atmosphere to integrate the RT equation. 

The nodes are connected with a non-overshooting cubic Bezier splines.

HSRA

Node-less inversion



Node-less inversion

Asensio Ramos et al. (in prep.)



Node-less inversion

Asensio Ramos et al. (in prep.)



Spatially coupled inversion

The parameters of the model atmosphere can 
be coupled using a spatial PSF or by imposing 
sparsity in a transformed basis (wavelet): 

• van Noort (2012) 
• Asensio-Ramos & de la Cruz Rodríguez 

(2015)
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To take home …

• 1.5D (coupled) inversions including PRD effects 
are now possible: Ca II H & K, Mg II h & k. 

• IRIS, CHROMIS (@Swedish 1-m Solar Telescope).


