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should also note that several books and reviews have been
published recently on subjects closely related to those considered
in this paper.5

II. Plasmon Resonances for Small Spherical Particles
A. Dipole Plasmon Resonances. When a small spherical

metallic nanoparticle is irradiated by light, the oscillating electric
field causes the conduction electrons to oscillate coherently. This
is schematically pictured in Figure 1. When the electron cloud
is displaced relative to the nuclei, a restoring force arises from
Coulomb attraction between electrons and nuclei that results in
oscillation of the electron cloud relative to the nuclear frame-
work. The oscillation frequency is determined by four factors:
the density of electrons, the effective electron mass, and the
shape and size of the charge distribution. The collective
oscillation of the electrons is called the dipole plasmon
resonance of the particle (sometimes denoted “dipole particle
plasmon resonance” to distinguish from plasmon excitation that
can occur in bulk metal or metal surfaces). Higher modes of
plasmon excitation can occur, such as the quadrupole mode
where half of the electron cloud moves parallel to the applied
field and half moves antiparallel. For a metal like silver, the
plasmon frequency is also influenced by other electrons such
as those in d-orbitals, and this prevents the plasmon frequency
from being easily calculated using electronic structure calcula-
tions. However, it is not hard to relate the plasmon frequency
to the metal dielectric constant, which is a property that can be
measured as a function of wavelength for bulk metal.
To relate the dipole plasmon frequency of a metal nanoparticle

to the dielectric constant, we consider the interaction of light
with a spherical particle that is much smaller than the wave-
length of light. Under these circumstances, the electric field of
the light can be taken to be constant, and the interaction is
governed by electrostatics rather than electrodynamics. This is
often called the quasistatic approximation, as we use the
wavelength-dependent dielectric constant of the metal particle,
ϵi, and of the surrounding medium, ϵo, in what is otherwise an
electrostatic theory.
Let’s denote the electric field of the incident electromagnetic

wave by the vector Eo. We take this constant vector to be in
the x direction so that Eo ) Eox̂, where x̂ is a unit vector. To
determine the electromagnetic field surrounding the particle, we
solve LaPlace’s equation (the fundamental equation of electro-
statics), ∇2! ) 0, where ! is the electric potential and the field
E is related to ! by E ) -∇!. In developing this solution, we
apply two boundary conditions: (i) that ! is continuous at the
sphere surface and (ii) that the normal component of the electric
displacement D is also continuous, where D ) ϵE.
It is not difficult to show that the general solution to the

LaPlace equation has angular solutions which are just the
spherical harmonics. In addition, the radial solutions are of the

form rl and r-(l +1), where l is the familiar angular momentum
label (l ) 0, 1, 2, ...) of atomic orbitals. If we restrict our
considerations for now to just the l ) 1 solution and if Eo is in
the x direction, the potential is simply ! ) A r sinθ cosφ inside
the sphere (r < a) and ! ) (-Eor + B/r2) sinθ cosφ outside
the sphere (r > a), where A and B are constants to be
determined. If these solutions are inserted into the boundary
conditions and the resulting ! is used to determine the field
outside the sphere, Eout, we get

where R is the sphere polarizability and x̂, ŷ, and ẑ are the usual
unit vectors. We note that the first term in eq 1 is the applied
field and the second is the induced dipole field (induced dipole
moment ) REo) that results from polarization of the conduction
electron density.
For a sphere with the dielectric constants indicated above,

the LaPlace equation solution shows that the polarizability is

with

Although the dipole field in eq 1 is that for a static dipole, the
more complete Maxwell equation solution shows that this is
actually a radiating dipole, and thus, it contributes to extinction
and Rayleigh scattering by the sphere. This leads to extinction
and scattering efficiencies given by

where x ) 2πa(ϵo)1/2/λ. The efficiency is the ratio of the cross-
section to the geometrical cross-section πa2. Note that the factor
gd from eq 3 plays the key role in determining the wavelength
dependence of these cross-sections, as the metal dielectric
constant ϵi is strongly dependent on wavelength.
B. Quadrupole Plasmon Resonances. For larger particles,

higher multipoles, especially the quadrupole term (l ) 2)
become important to the extinction and scattering spectra. Using
the same notation as above and including the l ) 2 term in the
LaPlace equation solution, the resulting field outside the sphere,
Eout, now can be expressed as

and the quadrupole polarizability is

with

Note that the denominator of eq 8 contains the factor 3/2 while

Figure 1. Schematic of plasmon oscillation for a sphere, showing the
displacement of the conduction electron charge cloud relative to the
nuclei.
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Spa%al	  Distribu%on 
Wk:	  node	  func%on 

Electromagne1c	  field: 

Barnes,	  et	  al.,	  	  Nature	  424	  (2003),	  824. 



Gaint	  Field	  Strength:	  Surface	  enhance	  Raman	  scaQering	  	  

Tian,	  et	  al.,	  	  Chem.	  Commun.,	  2007,	  3514. 

High	  intensity	  of	  the	  plasmon	  enables	  to	  achieve	  effec%ve	  detec%on	  
of	  a	  very	  small	  numbers	  of	  molecules.	  

Nie	  S.	  and	  Emory	  S.	  R.	  Science,	  275	  (1997)	  1102 

Single	  Molecular	  SERS:	  R6G 



Electro-‐luminescence	  of	  molecules	  in	  a	  nano-‐cavity	  (1me-‐structure) 

Dong, et al., Nature Photonics, 2010, 4, 50-54.   
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Beyond	  the	  Kasha’s	  rule 

Plasmon	  assisted	  electro-‐luminescence	  of	  molecules 

Dong, et al., Nature Photonics, 2010, 4, 50-54.   



Transi%on	  dipole	  moment ˆ, ,g eµ ν µ µ=

Apply	  BO	  approxima4on	  and	  including	  the	  non-‐Condon	  effect 
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 µe(q0) is the electronic transition dipole moment at q0 
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Remaining	  problem	  is	  to	  calculate	  the	  Franck-‐Condon	  integral	  

Simulation of vibronic coupling in polyatomic molecules 



Simulation of vibronic coupling in polyatomic molecules 

Duschinsky	  Transforma%on[1]: 
Q JQ Kʹ′ = +

( )TJ L Lʹ′= ( )1 2( )TK L M X Xʹ′ ʹ′= −

1/2 12 det( )1 2 10 0 ( ) exp( [ ( ) 1] )
det( ( )) 2

N
T T T

T K J J J J K
J J J

−ʹ′Γ Γ
ʹ′ ʹ′ ʹ′= × Γ Γ +Γ − Γ

ʹ′Γ +Γ

<0|0>	  can	  be	  calculated	  analy%cally	  as[2]:	  

[1] F. Duschinsky, Acta Physicochimica URSS 7, 551 (1937) 
[2] T. E. Sharp and H. M. Rosenstock , J. Chem. Phys. 41, 3453 (1964). 
[3] P. T. Ruhoff and M. A. Ratner, Int. J. Quantum Chem., 77,383 (2000). 

All	  other	  terms	  can	  be	  computed	  recursively[3],	  for	  example,	  at	  0K	  we	  have:	  
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Simulation of vibronic coupling in polyatomic molecules 

Convergence	  of	  the	  calcula%on	  can	  be	  checked	  by	  the	  intensity	  sum	  rule: 

DynaVib, Version 1.0, Tian, Duan, Hua, and Luo, 2012.  
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h

pv is the population of initial states.  

Implemented in DynaVib software package with applications in the 
following areas: 
 
(1)   STM induced electroluminescence from single molecules 
(2)   Vibrationally-resolved optical and X-ray spectroscopy 
(3)   Electron transport properties of single molecules with the inclusion of 
electron-vibration coupling 



Theoretical model: electron tunneling induced photon emission  

hv αVb 

(1-α)Vb 

EF 

γL γR 

S1 

S0 

Schematic picture of the electron 
tunneling induced photon emission 
process. 

Both HOMO and LUMO 
i n t h e b i a s w i n d o w, 
electron tunneling leaves a 
molecular excited state for 
photon emission. 

Photon emission from the 
ground vibrational level 
due to the fast internal 
decay rate. 



Schema%c	  picture	  of	  the	  genera%on	  of	  the	  
localized	  surface	  plasmon	  and	  the	  
plasmon-‐assist	  photon	  emission	  process. 

Plasmons	   behave	   l ike	  
strong	   electromagne%c	  
sources	   and	   can	   excite	   the	  
molecule	   resonantly	   into	  
higher	   vibra%onal	   levels	   in	  
the	   first	   excited	   state	  
f o l l ow ing	   a	   r e sonan t	  
emission.	  	   

Remaining	  ques%on,	  how	  to	  
describe	  all	  the	  processes	  ? 

DynaVib,	  Version	  1.0,	  G.	  Tian,	  S.	  Duan,	  W.	  Hua,	  Y.	  Luo,	  2012.	  	  

∂ρ
∂t

= −
i
!
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Theore1cal	  model:	  Plasmon-‐assist	  emission	  	  



Description of the plasmon  

Plasmon-molecule interaction 

ˆ ˆ ˆ( , )molH H V r t= +
ˆ( , ) ( )V r t tµ ε= − ⋅ ( ) ( )cos( )t eE t tε ω=

1.89 eV 1.89 eV 

2
0

0( ) exp 2ln 2 t tE t E
τ
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⎝ ⎠⎢ ⎥⎣ ⎦



 EL spectra  for TPP molecules  

γL=4.1 µeV,  γR=1.2 µeV, α=0.5, T=80 K 

EL spectra modified by the resonant 
plasmonic excitation. (Left) Measured 
EL spectra of TPP molecules together 
with the corresponding NCP modes 
(b lack dashed l ine) . [1] (Right ) 
Calculated EL spectra together with 
the contributions from the three 
processes.  

2
0
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Tian	  et	  al.	  ,	  Phys.	  Rev.	  Le:.,	  106,	  177401	  (2011) 



Single	  Molecule Molecular	  dimer 

Photo-‐images：	  
Inter-‐	  Molecular	  Energy	  Transfer	   



Electroluminescence	  of	  a	  single	  Zn-‐Porphyrin	  molecule	  

Photo-‐
images 

STM	  
images 



Evolu1on	  of	  Intermolecular	  interac1on 

Zhang et al. Nature 531 (2016) 623 



Dipolar	  Interac1on 

Excited	  Wavefunc1on： 
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Monomer Dimer 



Molecular Orbitals 

Orbital-‐like	  Dipolar	  Interac1on 



Superradiant mode-1: In-line in-phase coupling! 

Extension to multi-molecule entangled systems ⎯ Superradiant mode-1 



Visualizing coherent intermolecular dipole–dipole coupling  
in real space 

Zhang et al. Nature 531 (2016) 623 



Electron	  energy	  loss	  spectroscopy	  



	  	  

Nonlinear	  Electron	  Sca3ering	  Spectroscopy	  (NESS) 

Xu	  et	  al.	  ,	  Nature	  Physics,	  10	  (2014)	  753	  

First	  observa1on	  of	  nonlinear	  electron	  scaQering	  
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Figure 5 | Results of experiments on 10 nm and 100nm thick Ag on HOPG. a–c, Topographies of sample surfaces of 10 nm, 30 nm and 100 nm thick Ag on
HOPG, respectively. d,e, Dependences of relative intensity (RI, in arbitrary units (a.u.)) on tip voltage for 10 nm and 100 nm Ag@HOPG, respectively, plotted
as solid symbols with error bars. The sample currents are also plotted as open circles. A nonlinear dependence of RI on tip voltage is clearly observed for
the 10 nm Ag@HOPG sample at a tip–sample distance of 121 µm, whereas no evident enhancement of RI can be observed for the 100 nm Ag@HOPG
sample at a tip–sample distance of 107 µm. The error bars are the standard errors corresponding to peak deconvolution and background subtraction.

second-order interaction, as shown in the inset of Fig. 3, the
transition probability can be expressed as follows

Wba = W (1)
ba +W (2)

ba / |hb|E1 ·Dba |ai|2

+
�����
X

n

hb|E2 ·Dbn |ni hn|E1 ·Dna |bi
�n/2

�����

2

where |ai and |bi are the ground state and the final SPR state, |ni is
an intermediate state with energy width �n, Dba, Dbn and Dna are
the matrix elements of the dipolar moment operator for electron
scattering, E1 and E2 are the electric field experienced by |ai and
|ni, and the sum over n is over all possible intermediate states. In a
normal situation, the second-order termW (2)

ba is very weak and may
be neglected. Therefore the transition probability is dominated by
the first-order termW (1)

ba :

Wba ⇡W (1)
ba / |hb|E1 ·Dba |ai|2 /(µbaE1)

2

where µba is the transition dipole moment between the initial and
final states. When an external electric field Eex is applied, E1 is
a combination of Eex and the electric field E! introduced by the
incident electron. Under normal conditions, we have Eex ⌧E!, so
thatWba often shows no dependence on the external field. However,
in the present work, the probability of SPR excitation is enhanced
enormously, indicating that the second-order term must be taken
into account. According to the expression

W (2)
ba /

�����
X

n

hb|E2 ·Dbn |ni hn|E1 ·Dna |ai
�n/2

�����

2

all intermediate states |ni can in principle contribute to W (2)
ba .

Obviously, the high density of intermediate states certainly helps to

increase the value ofW (2)
ba , which is actually what Ag nanostructures

can provide. In particular, the exceptionally large transition and
permanent dipolar moments make the final SPR state |bi much
more important than others. As a good approximation, we can
assume thatW (2)

ba is mostly contributed by one term

W (2)
ba /

����
hb|E2 ·Db |bi hb|E1 ·Dba |ai

�b/2

����
2

/
✓
2µbE2

�b

◆2

W (1)
ba

thus, the transition probability can be expressed as

Wba =(1+�)W (1)
ba

where � / ((2µbE2)/�b)
2 is the enhancement factor, µb is the

permanent dipole moment of state |bi, and E2 is the electric field
experienced by state |bi. For the excited SPR state of the Ag
nanostructure, the dipole moment is expected to be very large, and
the local electric field (E2) is enhanced enormously by the SPR
oscillation. The combination of these two factors will result in a
huge enhancement factor� , similar to the cases of surface-enhanced
Raman spectroscopy (SERS; refs 20,21) and tip-enhanced Raman
spectroscopy (TERS; refs 22–25). In other words, the SPR peak
of EELS should thus be significantly enhanced, and its transition
probability should be quadratically dependent on the external field,
as clearly confirmed by our experimental observations.

It is noted that with a similar experimental set-up, Palmer’s group
observed no enhancement of SPR excitation on the Ag surface16,
although the strength of the electric field introduced by the tip bias
in their experiments was much larger than ours. This might be
due to the di�erence in the samples employed. The samples used
in their experiments were prepared by evaporating 200 nm thick
Ag on HOPG, which could result in a relatively flat Ag surface,
whereas small islands of Ag nanostructures are clearly formed in our

756 NATURE PHYSICS | VOL 10 | OCTOBER 2014 | www.nature.com/naturephysics
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where |ai and |bi are the ground state and the final SPR state, |ni is
an intermediate state with energy width �n, Dba, Dbn and Dna are
the matrix elements of the dipolar moment operator for electron
scattering, E1 and E2 are the electric field experienced by |ai and
|ni, and the sum over n is over all possible intermediate states. In a
normal situation, the second-order termW (2)
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be neglected. Therefore the transition probability is dominated by
the first-order termW (1)
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where µba is the transition dipole moment between the initial and
final states. When an external electric field Eex is applied, E1 is
a combination of Eex and the electric field E! introduced by the
incident electron. Under normal conditions, we have Eex ⌧E!, so
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permanent dipole moment of state |bi, and E2 is the electric field
experienced by state |bi. For the excited SPR state of the Ag
nanostructure, the dipole moment is expected to be very large, and
the local electric field (E2) is enhanced enormously by the SPR
oscillation. The combination of these two factors will result in a
huge enhancement factor� , similar to the cases of surface-enhanced
Raman spectroscopy (SERS; refs 20,21) and tip-enhanced Raman
spectroscopy (TERS; refs 22–25). In other words, the SPR peak
of EELS should thus be significantly enhanced, and its transition
probability should be quadratically dependent on the external field,
as clearly confirmed by our experimental observations.

It is noted that with a similar experimental set-up, Palmer’s group
observed no enhancement of SPR excitation on the Ag surface16,
although the strength of the electric field introduced by the tip bias
in their experiments was much larger than ours. This might be
due to the di�erence in the samples employed. The samples used
in their experiments were prepared by evaporating 200 nm thick
Ag on HOPG, which could result in a relatively flat Ag surface,
whereas small islands of Ag nanostructures are clearly formed in our
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second-order interaction, as shown in the inset of Fig. 3, the
transition probability can be expressed as follows
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where |ai and |bi are the ground state and the final SPR state, |ni is
an intermediate state with energy width �n, Dba, Dbn and Dna are
the matrix elements of the dipolar moment operator for electron
scattering, E1 and E2 are the electric field experienced by |ai and
|ni, and the sum over n is over all possible intermediate states. In a
normal situation, the second-order termW (2)

ba is very weak and may
be neglected. Therefore the transition probability is dominated by
the first-order termW (1)

ba :

Wba ⇡W (1)
ba / |hb|E1 ·Dba |ai|2 /(µbaE1)

2

where µba is the transition dipole moment between the initial and
final states. When an external electric field Eex is applied, E1 is
a combination of Eex and the electric field E! introduced by the
incident electron. Under normal conditions, we have Eex ⌧E!, so
thatWba often shows no dependence on the external field. However,
in the present work, the probability of SPR excitation is enhanced
enormously, indicating that the second-order term must be taken
into account. According to the expression

W (2)
ba /

�����
X

n

hb|E2 ·Dbn |ni hn|E1 ·Dna |ai
�n/2

�����

2

all intermediate states |ni can in principle contribute to W (2)
ba .

Obviously, the high density of intermediate states certainly helps to

increase the value ofW (2)
ba , which is actually what Ag nanostructures

can provide. In particular, the exceptionally large transition and
permanent dipolar moments make the final SPR state |bi much
more important than others. As a good approximation, we can
assume thatW (2)

ba is mostly contributed by one term

W (2)
ba /

����
hb|E2 ·Db |bi hb|E1 ·Dba |ai

�b/2

����
2

/
✓
2µbE2

�b

◆2

W (1)
ba

thus, the transition probability can be expressed as

Wba =(1+�)W (1)
ba

where � / ((2µbE2)/�b)
2 is the enhancement factor, µb is the

permanent dipole moment of state |bi, and E2 is the electric field
experienced by state |bi. For the excited SPR state of the Ag
nanostructure, the dipole moment is expected to be very large, and
the local electric field (E2) is enhanced enormously by the SPR
oscillation. The combination of these two factors will result in a
huge enhancement factor� , similar to the cases of surface-enhanced
Raman spectroscopy (SERS; refs 20,21) and tip-enhanced Raman
spectroscopy (TERS; refs 22–25). In other words, the SPR peak
of EELS should thus be significantly enhanced, and its transition
probability should be quadratically dependent on the external field,
as clearly confirmed by our experimental observations.

It is noted that with a similar experimental set-up, Palmer’s group
observed no enhancement of SPR excitation on the Ag surface16,
although the strength of the electric field introduced by the tip bias
in their experiments was much larger than ours. This might be
due to the di�erence in the samples employed. The samples used
in their experiments were prepared by evaporating 200 nm thick
Ag on HOPG, which could result in a relatively flat Ag surface,
whereas small islands of Ag nanostructures are clearly formed in our
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Electric	  field	  effects	  	  	  
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Figure 1 | Experimental arrangement. a, Schematic drawing of the scanning probe electron energy-loss spectroscopy (SP-EELS) technique, which consists
of a tip–sample system and a toroidal electron energy analyser (TEEA). b, Experimental arrangement. A tip is approached to a distance of micrometres
from a grounded highly ordered pyrolytic graphene (HOPG) surface carrying Ag nanostructures (illustrated in the inset). Electrons are field-emitted from
the tip when a negative tip voltage Vt of hundreds of volts is applied, and the surface plasmon resonance (SPR) of the Ag nanostructures is excited by the
field-emitted electrons under a strong electric field introduced by the tip–sample bias. The backscattered electrons are collected and analysed by the TEEA.
c, EELS spectra acquired at a tip–sample distance of 114 µm with a tip voltage of �246 V and sample current of 10 pA (open blue circles) for a 30 nm thick
Ag film on HOPG. An energy-loss peak located at approximately 3.7 eV is clearly observed, which is associated with the SPR excitation of Ag. The
spectrum is compared with that obtained at a tip voltage of �170 V and a sample current of 10 nA for a 200 nm thick Ag film on HOPG by Palmer et al.
(solid red circles)15.
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Figure 2 | Experimental data. a, Five EELS spectra acquired at a tip–sample distance of 150 µm with di�erent tip voltages and sample currents. Gaussian
function fitted curves of the elastic scattering peaks and surface plasmon resonance peaks are also shown as solid lines. b, Experimental data for the Ag
nanostructures at three di�erent tip–sample distances shown as tip voltage plotted against energy loss. For comparison, all the EELS spectra obtained have
been background subtracted using a polynomial function and divided by the maximum of the elastic scattering peak.

electrons (nels) is proportional to the product ofWels and I0—namely,
nels /WelsI0—thenWSPR can be expressed as

WSPR / nSPR

nels
=RI

where the relative intensity RI is defined as the area ratio of the
SPR energy-loss peak to the ES peak in EELS. In the linear response

regime, RI is independent both of the current I0 and the strength
of the electric field, as often observed in the experimental results
reported so far.

In Fig. 4a–c, the RI values are plotted as a function of tip
voltage at tip–sample distances of 92 µm, 114 µm and 150 µm,
respectively. It can be found that, for each distance, when the
tip voltage is low, RI, as expected, remains almost unchanged.
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Nonlinear	  effects? 
Super-‐high	  spa1al	  resolu1on? 

How	  about	  the	  spa1al	  distribu1on?	  

ABBE’S DIFFRACTION LIMIT (0.2 µm)

1nm10 nm100 nm1µm10µm100µm1 mm

small moleculeproteinvirusmitochondrionbacteriummammalian cellhairant

Illustration: © Johan Jarnestad/The Royal Swedish Academy of SciencesIllustra1on:	  ©	  Johan	  Jarnestad/The	  Royal	  Swedish	  Academy	  of	  Sciences	  	  

Advantages	  of	  near	  field	  images:	  Beyond	  the	  diffrac1on	  limit 



Tip	  Enhanced	  Raman	  ScaQering	  (TERS)	  	  

	  H2TBPP	  on	  Ag(111) Zhang,	  et	  al.,	  	  Nature,	  298	  (2013)	  82. 



Zhang,	  et	  al.,	  	  Nature,	  298	  (2013)	  82. 

Sub-‐nm	  resolu1on	  of	  op1cal	  Raman	  mapping	  of	  	  a	  single	  molecule:	  
structure	  details	  
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Plane	  Wave	  (Uniform)	  

Calling	  for	  new	  theory!!! 

  V̂ (r,t) = −µ ⋅E(r,t)
μ	  is	  a	  posi%on	  (r)	  operator,	  	  the	  electric	  field	  is	  posi%on	  independent.	  
	  
Fine	  with	  light:	  530nm	  light,	  the	  focusing	  spot	  size	  less	  than	  265nm,	  	  
much	  larger	  than	  the	  size	  of	  the	  molecule	  

Plasmon??? 

   Δx ⋅ Δp ≥ ! / 2

Light-‐maQer	  interac1on	  



The Albrecht’s theory for Raman Intensity  
  
Ep = Ep
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Theory:	  Uniform	  EM 

A term: 

B term: 



Raman Intensity:    
Ep = Mi Ep
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Theory:	  Confined	  localized	  electromagne1c	  field 

   
〈ψ r |µ |ψ g 〉 → 〈ψ r |µg(r) |ψ g 〉
Uniform Confined 

A term: 

B term: 

Duan	  et	  al.	  J.	  Am.	  Chem.	  Soc.	  137	  (2015)	  9515	   	   



Induced nonlinear polarization: 
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Theory:	  Confined	  localized	  field	  induced	  nonlinear	  effects	   

A term: 

B term: 

   
Ep = Mi Ep

0g(r)e− ıω pt



Concave Convex Plane 

A 

B 

Possible	  structures	  of	  H2TBPP	  on	  Ag(111) 



Concave Plane Convex 
Conf. A B A B A B 

Eads 4.17 4.19 2.69 2.68 1.26 1.22 
Es1 1.66 1.67 2.11 2.11 1.59  1.60  
Es2 1.78 1.78  2.25 2.25  1.70 1.67 
Es3 2.47 2.48 3.11 3.10 2.36 2.37 
Es4 2.57 2.56 3.20 3.20 2.43 2.42 

•  Experimental	  excita%on	  energy	  is	  2.33	  eV	  

Energies	  (in	  eV) 



Concave Convex Plane 
Calculated	  STM	  images 
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Dis1nguishing	  adjacent	  molecules	  on	  a	  surface 

Jiang et al. Nature Nanotechnology 10, (2015) 865  



Dis1nguishing	  between	  ZnTPP	  and	  H2TBPP	  domains.	  a,	  STM	  topograph	  of	  two	  separated	  molecular	  islands	  (1	  V,	  100	  pA).	  b,	  Corresponding	  
spectral	  evolu%on	  for	  ten	  sequen%al	  TERS	  measurements	  along	  the	  line	  trace	  marked	  in	  a	  (0.1	  V,	  1	  nA,	  30	  s)	  with	  a	  step	  size	  of	  1	  nm.	  c,	  Fine	  
details	  of	  spectral	  evolu%on	  across	  the	  molecular	  island	  edge	  for	  ZnTPP	  molecules	  with	  a	  step	  size	  of	  0.25	  nm.	  Top:	  height	  profile	  for	  the	  line	  
trace	  marked	  in	  the	  right	  inset	  (0.75	  V,	  10	  pA).	  Bo3om:	  corresponding	  TERS	  intensity	  profile	  for	  the	  700	  cm−1	  mode	  (integrated	  over	  670−730	  
cm−1)	  shown	  in	  the	  right	  inset	  (0.1	  V,	  1	  nA,	  10	  s).	  d,	  STM	  topograph	  of	  two	  adjacent	  molecular	  islands	  (0.6	  V,	  10	  pA).	  e,	  Corresponding	  spectral	  
evolu%on	  for	  15	  sequen%al	  TERS	  measurements	  along	  the	  line	  trace	  marked	  in	  d	  (0.1	  V,	  1	  nA,	  10	  s)	  with	  a	  step	  size	  of	  0.75	  nm. 



Dis1nguishing	  adjacent	  molecules	  on	  a	  surface 

The	  spa1al	  distribu1on	  of	  the	  plasmonic	  field	  should	  be	  localized	  within	  2nm	   

Jiang et al. Nature Nanotechnology 10, (2015) 865  



Nonresonant	  Raman:	  Theory 

Ø  Sum over all possible states 
Ø  Take care of prior summation of the vibrational states 

Linear: 

Noninear:   
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Duan	  et	  al.,	  Angew.	  Chem.	  Int.	  Ed.,	  128	  (2016)	  1053	  –1057	  



Nonresonant	  Raman:	  Water	  monomer 
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Nonresonant	  Raman:	  Water	  dimer 

Figure 1. (a) Topview (left) and sideview (right) of the optimized
geometry for water monomer adsorbed on the Au(111) surface.
(b) Simulated non-resonant Raman images on Au(111) surface
(top) and in vacuum (bottom) for water vibrational modes.

Au(111) surfaces was depicted in Figure 1a. It clearly
shows that water adsorbed 2.75 Å above on the top site
and has tilted configuration with an angle of 11.4�, which is
consistent with previous theoretical results.23,24 The simu-
lated non-resonant Raman images of all vibrations for wa-
ter monomer are shown in Figure 1b. We can immediately
notice that the non-resonant Raman images are indeed vi-
bration dependent. Specifically, the image of the bending
mode (⌫2) shows a strong bell-shaped brightness associated
with oxygen and a moderate ribbony brightness appears be-
tween the two hydrogens. For the symmetrical (⌫1) and anti-
symmetrical (⌫3) stretching modes, the calculated images
show similar pattern associated with the hydrogen atoms.
On the other hand, some di↵erences for the images associ-
ated with oxygen can be observed in Figure 1b. For ⌫1, the
oxygen part connects the hydrogen parts, while, for ⌫3, there
are two week lobes between OH bands. Here the slightly
asymmetrical aspects of the images should be attributed to
the interactions between the adsorbates and the substrate.

For comparison, Figure 1b also includes the calculated im-
ages of a free water molecule in the xy plane. As expected,
the simulated results are symmetrical. Compared with their
counterparts on Au(111) surface, we find that another di↵er-
ence is the contrasts related to hydrogen atoms are weaker.
In other words, the oxygen parts are more highlighted in the
images of free water molecule (see Figure 1b). This result
should be attributed to the tilted configuration of the ad-
sorption, where the hydrogens are closer to the plasmonic

246.9

(b)

1608.8 1633.1

3229.0 3569.2 3735.1 3743.7
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Figure 2. (a) Topview (left) and sideview (right) of the optimized
geometry for water dimer adsorbed on the Au(111) surface. (b)
Simulated non-resonant Raman images for water trimer of hydro-
gen bonding, bending, and stretching modes. The labeled values
are the corresponding frequencies in cm�1.

center. It is interesting to remark the phase of image’s pat-
tern, which represents the sign of @↵/@Q. For instance, the
ribbon and the bell-shaped parts in the ⌫2 image have dif-
ferent phases, while, all parts in the ⌫1 image have the same
phase. In addition, the phases of four parts in the ⌫3 im-
age (including two strong lobes and two weak lobes) are the
same of those in d

xy

atomic orbital (Figure S1).
Let us further consider the case of water dimer, which is

the simplest water cluster. The optimized geometry of water
dimer adsorbed on Au(111) surface depicted in Figure 2a
shows that the two water molecules are both adsorbed on top
sites. One water (labeled as WO) has similar configuration
of monomer. However, due to the influence of the other
water, WO has shorter distance from the substrate (2.57 Å)
and larger tilted angles (25.8� and 33.5� for two OH bonds)
than those of monomer. Meanwhile, the other water (labeled
as WH) has one hydrogen atom pointing to the substrate.
In WH, the oxygen is 0.75 Å higher than that in WO. This
configuration is consistent with water dimer adsorbed on
other metal surfaces.25,26 We noted that a helicopter-like
rotation around WO of water dimer adsorbed on Pt(111)
surface was identified by scanning tunneling microscope.27

However, for the sake of simplification, we would neglect
this rotation in the simulations of Raman image. We should
emphasize that the rotation may be hindered on other inert
surfaces.28

The calculated images for water dimer are depicted in
Figure 2b. We first focus on the image of the vibration re-
lated to of hydrogen bond, which is a stretching between
WO and WH. Calculated results show that this mode is the

2



Nonresonant	  Raman:	  Water	  trimer 

only band in the range of 200 to 300 cm�1, which highlights
the advantage of energy resolution for Raman images. We
would observe a moderate brightness in between the two wa-
ter molecules for this mode in Figure 2b, which indicates that
Raman images have the ability to detect vibrations of hydro-
gen bonds. In the bending region located around 1600 cm�1,
there are two bands of anti-symmetrical (with low frequency
labeled as ⌫a

2 ) and symmetrical (with high frequency labeled
as ⌫

s

2) mixing of ⌫2. We would mention that ⌫

s

2 has more
proportion of WH, while, ⌫

a

2 has more proportion of WO.
In the image of ⌫s

2 , we could see that the part of WO dis-
plays the bright “ribbon” which is consistent with that of
⌫2 in monomer. Meanwhile, the image associated with oxy-
gen in WO is obscure because of the large tilted angle. We
also notice that the images of WH part for ⌫

a

2 and ⌫

s

2 are
similar and both are significant di↵erent from that in the
monomer. This should be attributed to the configuration
of one hydrogen pointing to the substrate for WH, which is
quite di↵erent from the monomer (see Figure 1a and Fig-
ure 2a). This result reveals that Raman images have the
capacity for detecting molecular configuration in detail. Be-
sides, the highlighted part of WH for ⌫s

2 could also attributed
to the high position of WH. In the stretching region (Raman
shift > 3000 cm�1), however, the vibrational modes are less
mixed and more localized. In spite of this, it is nice to note
that we could distinguish ⌫1 and ⌫3 from the Raman im-
ages. Specifically, ⌫1 has two parts. One part is associated
with the hydrogen with major vibrational component and
other is mainly associated with oxygen. On the other hand,
images of ⌫3 are concentrated on the hydrogen with major
vibrational component.

The last example in this study is water trimer. The op-
timized geometry of it is depicted in Figure 3a, which has
two features. First, all water molecules take a similar con-
figuration as the case of the monomer with around 2.9 Å
above the substrate and a tilted angle of 7.2� of OH bonds
in the ring. However, the tilted angle of free OH bands are
around 40�. The other feature is that the whole system has
approximate C3 symmetry shown in Figure 3a. It is noted
that current configuration is consistent with previous report
of water trimer adsorbed on the Pt(111) surface.25 For con-
venient, hereafter, we label the bottom water, right water,
and left water as WB, WR, and WL, respectively.

In the hydrogen bonding region, there are three vibra-
tion modes. According to the approximate C3 symmetry,
the two modes with lower frequency belong to the degen-
erate asymmetric stretching of hydrogen bonds.29 Here the
mode located at 231.8 cm�1 concentrates on the stretching
between WR and WL. Thus, the image is similar with the
counterpart in dimer, which shows the moderate brightness
in between WR and WL. The mode located at 238.7 cm�1

is the other mode of asymmetric stretching, which concen-
trates on the stretching between WB and WL as well as WB

and WR. As a result, the hydrogen bonds between them are
highlighted in the Raman image. The symmetric stretch-
ing mode (ring breathing mode) locates at 289.5 cm�1. The
constructive coherence for bright pattern of hydrogen bonds
leads to bright center of trimer ring. We should emphasize
that, here as well as the following, the symmetry breaking
of the Raman images should be again attributed to the in-
teraction between the adsorbates and the substrate.

The symmetrical assignment in the bending region is the
same as that in the hydrogen bonding region. We could
clearly observe the image pattern of monomer for ⌫2 for
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Figure 3. (a) Topview (left) and sideview (right) of the optimized
geometry for water trimer adsorbed on the Au(111) surface. (b)
Simulated non-resonant Raman images for water trimer of hydro-
gen bonding, bending, and stretching modes. The labeled values
are the corresponding frequencies in cm�1.
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only band in the range of 200 to 300 cm�1, which highlights
the advantage of energy resolution for Raman images. We
would observe a moderate brightness in between the two wa-
ter molecules for this mode in Figure 2b, which indicates that
Raman images have the ability to detect vibrations of hydro-
gen bonds. In the bending region located around 1600 cm�1,
there are two bands of anti-symmetrical (with low frequency
labeled as ⌫a

2 ) and symmetrical (with high frequency labeled
as ⌫

s

2) mixing of ⌫2. We would mention that ⌫

s

2 has more
proportion of WH, while, ⌫

a

2 has more proportion of WO.
In the image of ⌫s

2 , we could see that the part of WO dis-
plays the bright “ribbon” which is consistent with that of
⌫2 in monomer. Meanwhile, the image associated with oxy-
gen in WO is obscure because of the large tilted angle. We
also notice that the images of WH part for ⌫

a

2 and ⌫

s

2 are
similar and both are significant di↵erent from that in the
monomer. This should be attributed to the configuration
of one hydrogen pointing to the substrate for WH, which is
quite di↵erent from the monomer (see Figure 1a and Fig-
ure 2a). This result reveals that Raman images have the
capacity for detecting molecular configuration in detail. Be-
sides, the highlighted part of WH for ⌫s

2 could also attributed
to the high position of WH. In the stretching region (Raman
shift > 3000 cm�1), however, the vibrational modes are less
mixed and more localized. In spite of this, it is nice to note
that we could distinguish ⌫1 and ⌫3 from the Raman im-
ages. Specifically, ⌫1 has two parts. One part is associated
with the hydrogen with major vibrational component and
other is mainly associated with oxygen. On the other hand,
images of ⌫3 are concentrated on the hydrogen with major
vibrational component.

The last example in this study is water trimer. The op-
timized geometry of it is depicted in Figure 3a, which has
two features. First, all water molecules take a similar con-
figuration as the case of the monomer with around 2.9 Å
above the substrate and a tilted angle of 7.2� of OH bonds
in the ring. However, the tilted angle of free OH bands are
around 40�. The other feature is that the whole system has
approximate C3 symmetry shown in Figure 3a. It is noted
that current configuration is consistent with previous report
of water trimer adsorbed on the Pt(111) surface.25 For con-
venient, hereafter, we label the bottom water, right water,
and left water as WB, WR, and WL, respectively.

In the hydrogen bonding region, there are three vibra-
tion modes. According to the approximate C3 symmetry,
the two modes with lower frequency belong to the degen-
erate asymmetric stretching of hydrogen bonds.29 Here the
mode located at 231.8 cm�1 concentrates on the stretching
between WR and WL. Thus, the image is similar with the
counterpart in dimer, which shows the moderate brightness
in between WR and WL. The mode located at 238.7 cm�1

is the other mode of asymmetric stretching, which concen-
trates on the stretching between WB and WL as well as WB

and WR. As a result, the hydrogen bonds between them are
highlighted in the Raman image. The symmetric stretch-
ing mode (ring breathing mode) locates at 289.5 cm�1. The
constructive coherence for bright pattern of hydrogen bonds
leads to bright center of trimer ring. We should emphasize
that, here as well as the following, the symmetry breaking
of the Raman images should be again attributed to the in-
teraction between the adsorbates and the substrate.

The symmetrical assignment in the bending region is the
same as that in the hydrogen bonding region. We could
clearly observe the image pattern of monomer for ⌫2 for
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Figure 3. (a) Topview (left) and sideview (right) of the optimized
geometry for water trimer adsorbed on the Au(111) surface. (b)
Simulated non-resonant Raman images for water trimer of hydro-
gen bonding, bending, and stretching modes. The labeled values
are the corresponding frequencies in cm�1.

the degenerate asymmetric modes. The constructive co-
herence between ribbony and bell-shaped in di↵erent wa-
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