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1.Why molecular dynamics? 

Minitti et al, Phys. Rev. Lett. (2015) 114, 255501 
https://www.chemistryworld.com/news/ultra-bright-x-rays-film-molecular-reaction/8675.article

https://www.chemistryworld.com/news/ultra-bright-x-rays-film-molecular-reaction/8675.article
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molecular Hamiltonian

Worth and Cederbaum, Annu. Rev. Phys. Chem. (2004) 55, 127:58

Born representation:

Ĥ(R, r) = T̂n(R) + T̂e(r) + Û(R, r)

clampled-nucleus Hamiltonian Ĥel(r;R) = T̂e(r) + Û(r;R)

nuclear function 

For any given value of R,

electronic eigenstates

Ĥel�i(r;R) = Vi(R)�i(r;R)

electronic eigenvalues

⇤̂ij =
1

2M
(2Fij +Gij)

non-adiabatic coupling

2. How does a molecule move with time?
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2. What approximations can we make?

Worth and Cederbaum, Annu. Rev. Phys. Chem. (2004) 55, 127:58

 (R, r) = �(R)�(r;R)

• Born-Oppenheimer approximation:

• Adiabatic approximation: i~@�
@t
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Fij = h�i|r�ji =
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non-adiabatic coupling

• Group Born-Oppenheimer approximation:
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2. Which basis of electronic states should we use?

Fij = h�i|r�ji =
h�i|(rĤel)|�ji

Vj � Vi⇤̂ij =
1

2M
(2Fij +Gij)

non-adiabatic coupling
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• Adiabatic basis

�̃ = S(R)�

Thiel et al, JCP (1999) 110, 9371, Köppel et al, JCP (2001) 115, 2377, Köppel et al, Mol. Phys. (2006) 104, 1069

😊 what comes out of standard 
quantum chemistry packages  
😟 singularity of derivative 
coupling at conical intersection

😊 no singularity of the derivative coupling  

😓 how to find S(R) ?

• Diabatic basis

Van Voorhis et al, Annu. Rev. Phys. Chem. (2010) 61, 149



Grid-based methods

Shalashilin, Faraday Discuss. (2011) 153, 105-116

Trajectory-based methods

2. How to describe the nuclear functions?

1.2 Exponential curse

Theoretical study of molecular quantum dynamics is a difficult task. Potential
energy surfaces (PES) can be quite complex and the reactions of interest can occur
through multiple avoided crossings and conical intersections. Many vibrational
modes can be involved in quantum motion. The greatest challenge comes from
the fact that quantum wave packet dynamics in complex systems with many degrees
of freedom (DOF) is prohibitively expensive to simulate numerically with traditional
methods due to the exponential scaling of the quantum basis sets with the number of
DOF. A problem in M-dimensions (or degrees of freedom) for example M vibra-
tional modes of a molecule requires a regular basis of the size

N ¼ lM (1)

where l is the number of basis functions needed for a similar 1D case. The grid (or
basis) size N grows so fast with M that the eqn(1) is often called the ‘‘exponential
curse’’ of quantum mechanics.

1.3 Existing methods of highdimentional quantum dynamics

Only recently, new approaches, which push the limits of quantum dynamics, have
started to emerge. Multiconfigurational Time Dependent Hartree (MCTDH)6–8 is
by far the most well known technique capable of treating many nuclear degrees of
freedom. The important limitation of MCTDH for the current proposal is that
MCTDH requires a certain analytical form of the PES.
Another class of methods relies on randomly selected trajectory guided basis func-

tions, which are usually chosen to be Frozen Gaussian wave packets; also known as
Coherent States (CS). This approach has several advantages.
(1) Trajectory guided basis functions evolve following the wave function thus

staying within the dynamically important region and minimising the basis set size.
(2) A randomly selected basis set does not have to scale exponentially with the

number of DOF and therefore avoids the ‘‘exponential curse’’.
(3) Mechanisms of various physical processes can often be associated with the

trajectories of basis functions and visualised
(4) An important advantage of the methods which exploit trajectory guided grids

is that they can be interfaced with an ab initio electronic structure code for calcula-
tion of the Potential Energy Surface ‘‘on the fly’’ Therefore simulations can proceed
without preconditions and assumptions about the PES.
Fig.1 gives a sketch of the main idea of quantum methods based on trajectory

guided grids. The wave function is represented on a basis (or grid) of multidimen-
tional Gaussian wave packets (Coherent States). Quantum evolution is described
by the motion of the basis and exchange of the amplitudes between the CS. Several
related methods exist.

Fig. 1 Wave function evolution on a small trajectory guided grid (grid points are shown by
white circles) compared to that on a large regular grid.
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1.2 Exponential curse

Theoretical study of molecular quantum dynamics is a difficult task. Potential
energy surfaces (PES) can be quite complex and the reactions of interest can occur
through multiple avoided crossings and conical intersections. Many vibrational
modes can be involved in quantum motion. The greatest challenge comes from
the fact that quantum wave packet dynamics in complex systems with many degrees
of freedom (DOF) is prohibitively expensive to simulate numerically with traditional
methods due to the exponential scaling of the quantum basis sets with the number of
DOF. A problem in M-dimensions (or degrees of freedom) for example M vibra-
tional modes of a molecule requires a regular basis of the size

N ¼ lM (1)

where l is the number of basis functions needed for a similar 1D case. The grid (or
basis) size N grows so fast with M that the eqn(1) is often called the ‘‘exponential
curse’’ of quantum mechanics.

1.3 Existing methods of highdimentional quantum dynamics

Only recently, new approaches, which push the limits of quantum dynamics, have
started to emerge. Multiconfigurational Time Dependent Hartree (MCTDH)6–8 is
by far the most well known technique capable of treating many nuclear degrees of
freedom. The important limitation of MCTDH for the current proposal is that
MCTDH requires a certain analytical form of the PES.
Another class of methods relies on randomly selected trajectory guided basis func-

tions, which are usually chosen to be Frozen Gaussian wave packets; also known as
Coherent States (CS). This approach has several advantages.
(1) Trajectory guided basis functions evolve following the wave function thus

staying within the dynamically important region and minimising the basis set size.
(2) A randomly selected basis set does not have to scale exponentially with the

number of DOF and therefore avoids the ‘‘exponential curse’’.
(3) Mechanisms of various physical processes can often be associated with the

trajectories of basis functions and visualised
(4) An important advantage of the methods which exploit trajectory guided grids

is that they can be interfaced with an ab initio electronic structure code for calcula-
tion of the Potential Energy Surface ‘‘on the fly’’ Therefore simulations can proceed
without preconditions and assumptions about the PES.
Fig.1 gives a sketch of the main idea of quantum methods based on trajectory

guided grids. The wave function is represented on a basis (or grid) of multidimen-
tional Gaussian wave packets (Coherent States). Quantum evolution is described
by the motion of the basis and exchange of the amplitudes between the CS. Several
related methods exist.

Fig. 1 Wave function evolution on a small trajectory guided grid (grid points are shown by
white circles) compared to that on a large regular grid.

106 | Faraday Discuss., 2011, 153, 105–116 This journal is ª The Royal Society of Chemistry 2011

Pu
bl

ish
ed

 o
n 

04
 Ju

ly
 2

01
1.

 D
ow

nl
oa

de
d 

by
 Im

pe
ria

l C
ol

le
ge

 L
on

do
n 

Li
br

ar
y 

on
 2

2/
09

/2
01

4 
15

:5
8:

38
. 

View Article Online

�(0) �(t)

😊 numerical integration on a grid  

😟 computation and fit of PES before any 
dynamics calculation 
😭 p grid points per dimension, N 
dimensions: pN grid points in total. 
→ “exponential scaling” of the basis set 
with the number of degrees of freedom

😊 minimise the basis set size 

😟 convergence with respect to the basis 
set size 
😊 more intuitive picture 
😊 local character of Gaussian function 
→  generate the PES “on-the-fly”



Richings et al, Int. Rev. Phys. Chem. (2015) 34(2):269 and Vacher et al, Theor. Chem. Acc. (2016) 135, 187

Trajectory-based methods

2. How to describe the nuclear functions?

1.2 Exponential curse

Theoretical study of molecular quantum dynamics is a difficult task. Potential
energy surfaces (PES) can be quite complex and the reactions of interest can occur
through multiple avoided crossings and conical intersections. Many vibrational
modes can be involved in quantum motion. The greatest challenge comes from
the fact that quantum wave packet dynamics in complex systems with many degrees
of freedom (DOF) is prohibitively expensive to simulate numerically with traditional
methods due to the exponential scaling of the quantum basis sets with the number of
DOF. A problem in M-dimensions (or degrees of freedom) for example M vibra-
tional modes of a molecule requires a regular basis of the size

N ¼ lM (1)

where l is the number of basis functions needed for a similar 1D case. The grid (or
basis) size N grows so fast with M that the eqn(1) is often called the ‘‘exponential
curse’’ of quantum mechanics.

1.3 Existing methods of highdimentional quantum dynamics

Only recently, new approaches, which push the limits of quantum dynamics, have
started to emerge. Multiconfigurational Time Dependent Hartree (MCTDH)6–8 is
by far the most well known technique capable of treating many nuclear degrees of
freedom. The important limitation of MCTDH for the current proposal is that
MCTDH requires a certain analytical form of the PES.
Another class of methods relies on randomly selected trajectory guided basis func-

tions, which are usually chosen to be Frozen Gaussian wave packets; also known as
Coherent States (CS). This approach has several advantages.
(1) Trajectory guided basis functions evolve following the wave function thus

staying within the dynamically important region and minimising the basis set size.
(2) A randomly selected basis set does not have to scale exponentially with the

number of DOF and therefore avoids the ‘‘exponential curse’’.
(3) Mechanisms of various physical processes can often be associated with the

trajectories of basis functions and visualised
(4) An important advantage of the methods which exploit trajectory guided grids

is that they can be interfaced with an ab initio electronic structure code for calcula-
tion of the Potential Energy Surface ‘‘on the fly’’ Therefore simulations can proceed
without preconditions and assumptions about the PES.
Fig.1 gives a sketch of the main idea of quantum methods based on trajectory

guided grids. The wave function is represented on a basis (or grid) of multidimen-
tional Gaussian wave packets (Coherent States). Quantum evolution is described
by the motion of the basis and exchange of the amplitudes between the CS. Several
related methods exist.

Fig. 1 Wave function evolution on a small trajectory guided grid (grid points are shown by
white circles) compared to that on a large regular grid.
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😊 minimise the basis set size 

😟 convergence with respect to the basis 
set size 
😊 more intuitive picture 
😊 local character of Gaussian function 
→  generate the PES “on-the-fly”

“multi-set” formalism

“single-set” formalism

 (R, r, t) =
X

i

X

j

A(i)
j (t)g(i)j (R, t)�i(r;R)

 (R, r, t) =
X

i

X

j

A(i)
j (t)gj(R, t)�i(r;R)

{gj(R, t)}

{g(i)j (R, t)}

😊 GBF able to adapt better to the 
different electronic states  
😟 need more basis functions

😊 need less basis functions 

😟 GBF constrained to move the same 
way for all electronic states

 (R, r, t) =
X

i

�i(R, t)�i(r;R)



2. How do the nuclear functions move?

Richings et al, Int. Rev. Phys. Chem. (2015) 34(2):269 and Vacher et al, Theor. Chem. Acc. (2016) 135, 187

(Direct-dynamics) variational multi-configuration Gaussian method 
DD-vMCG

 (R, r, t) =
X

i

X

j

A(i)
j (t)gj(R, t)�i(r;R)

Dirac-Frenkel variational principle:

i~Ȧ(i)
j =

X

l,m

[S�1]jl

2

4(H(ii)
lm � i~⌧lm)A(i)

m +
X

i0 6=i

H
(ii0)
lm A(i0)

m

3

5

{�j(t)}

i~
X

l�

Cj↵,l��̇l� = Yj↵

→ equation of motion for the frozen-width Gaussian basis function 
parameters (position and momentum)

→ equation of motion for the expansion coefficients



CCS/
MCE

FMS/
AIMS

classical 
trajectories

classical 
trajectories

independent 
trajectories

Surface 
Hoping

Ehrenfestindependent 
trajectories

multi-set

single-set

DD-vMCG
Aj(i) only coupled to Aj(i’)Newton’s Equation 

of motion

Vacher et al, Theor. Chem. Acc. (2016) 135, 187

2. What approximations can we make?

DD-vMCG (direct dynamics variational multi-configuration Gaussian) 
FMS (full multiple spawning) and AIMS (ab initio multiple spawning) 
CCS (coupled-coherent states) and MCE (multi-configurational Ehrenfest)

😊 “cheap” 

😟 does not converge to the 
quantum mechanical result!

😊 not much more expensive 

😊 does converge to the 
quantum mechanical result! 
😟 “purely” quantum effects 
not well described

😐 not necessarily 
more expensive 
😊 does converge 
to the quantum 
mechanical result!

i~
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Cj↵,l��̇l� = Yj↵ i~Ȧ(i)
j =

X

l,m

[S�1]jl

2

4(H(ii)
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m +
X
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H
(ii0)
lm A(i0)

m

3

5



2. How to describe the initial nuclear function?

 (R, r, t = 0) =
X

i

X

j

A(i)
j (t = 0)gj(R, t = 0)�i(r;R)

positions? momenta? 
widths of the GBF?amplitude coefficients?

R1

R2

R1

R2

Assumption of vertical excitation: 
Initial nuclear function = nuclear function on the electronic ground state

Eg. DD-vMCG 
NB: only possible with 
coupled trajectories

Eg. AIMS, MCE, 
Surface Hopping, 
Ehrenfest



thermal sampling as the preferred methodology, as the Q sam-

pling would provide “artificially high kinetic energies” and

lower numerical stability.

We tend to disagree with this analysis. The high kinetic

energies of the Q sampling are not artificial, but correspond to

the kinetic energies expected for a quantum system. In con-

ceptual terms, the Q sampling through a Wigner distribution

should be the proper way of mapping quantum densities on

the classical phase space.[41] From a practical perspective, we

have observed before[42] that while spectra simulated with Q

sampling rendered satisfactory results, those based on T sam-

pling were too narrow, needing much larger nominal tempera-

tures to reach proper band width description. We have even

proposed[43,44] a hybrid method to sample initial conditions

for QM/MM surface hopping dynamics based on Q sampling

for the QM and T sampling for the MM regions. The present

results for spectrum and dynamics will add to these previous

evidences of the superiority of Q over T samplings.

The main contribution of this work is at providing a more

complete and systematic investigation of the effects of sam-

pling on electronic spectrum and nonadiabatic excited-state

dynamics. Although the effects of sampling will most likely

depend on each particular molecule, we try to figure out fea-

tures that may reflect general trends of the different sampling

methods. We also aim at establishing protocols for each step

of the simulations for evaluating the sampling effects, which

may be used in other cases as well. As a side-product of this

methodological investigation, we also report a new set of

excited-state dynamics for pyrrole in the gas phase.

Computational Details

Electronic structure and dynamics

Excited states were computed with the algebraic diagrammatic

construction to the second order [ADC(2)],[45,46] using the

resolution-of-the-identity (RI) approximation[47] and frozen 1s

orbitals. The reference ground state was computed at the

second-order Møller–Plesset Perturbation Theory (MP2).[48] Cal-

culations were done with the aug-cc-pVDZ basis set assigned

to N and C atoms, and with the cc-pVDZ assigned to H

atoms.[49]

The absorption spectrum and initial conditions for dynamics

were simulated with the nuclear ensemble method[50] using

different types of sampling as discussed below. On-the-fly

dynamics simulations were carried out in the excited states

computed with ADC(2). Nonadiabatic effects were taken into

account by the surface hopping approach.[51] Classical equa-

tions were integrated with 0.5 fs time step, while quantum

equations were integrated with 0.025 fs, using interpolated

quantities between classical steps. The maximum simulation

time was 300 fs.

Hopping probabilities between excited states were com-

puted with the fewest switches approach[52] including deco-

herence corrections (a 5 0.1 Hartree).[53] Nonadiabatic

couplings with ADC(2) were computed by finite differences

with the method discussed in Ref. [54], which is based on the

Hammes–Schiffer–Tully approach.[55] As a single-reference and

low-order method, ADC(2) cannot provide reliable nonadia-

batic couplings for crossings with the ground state.[54] For this

reason, when a trajectory reached an S1–S0 energy gap smaller

than 0.15 eV before the maximum simulation time, it was

stopped. This crossing time was taken as an estimate of the

internal conversion time to the ground state.

ADC(2) calculations were carried out with the Turbomole

program.[56] The spectrum and dynamics simulations were per-

formed with Newton-X[57,58] interfaced with Turbomole. Sur-

face intersections (within 0.01 eV) were optimized with the

penalty Lagrange multiplier technique (a 5 0.02 Hartree) imple-

mented in the Ciopt program,[59] which we have adapted to

Figure 1. Top: Illustration of the classical (T 5 300 K) and quantum energies
and amplitudes in a 1-D harmonic potential. Bottom: Ratio between the
classical and quantum amplitudes as a function of the wavenumber
[Eq. (1)]. The proportions in the upper figure correspond to 1600 cm21.

Scheme 1. 1H-Pyrrole.
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2 International Journal of Quantum Chemistry 2015, DOI: 10.1002/qua.25049 WWW.CHEMISTRYVIEWS.ORG

2. What is our target distribution?

R1

R2

•  “Quantum” sampling 
→  reproduce the distribution of positions and momenta in the quantum vibrational 
ground state (at the zero-point energy) 
Wigner distribution function: 

?

thermal sampling as the preferred methodology, as the Q sam-

pling would provide “artificially high kinetic energies” and

lower numerical stability.

We tend to disagree with this analysis. The high kinetic

energies of the Q sampling are not artificial, but correspond to

the kinetic energies expected for a quantum system. In con-

ceptual terms, the Q sampling through a Wigner distribution

should be the proper way of mapping quantum densities on

the classical phase space.[41] From a practical perspective, we

have observed before[42] that while spectra simulated with Q

sampling rendered satisfactory results, those based on T sam-

pling were too narrow, needing much larger nominal tempera-

tures to reach proper band width description. We have even

proposed[43,44] a hybrid method to sample initial conditions

for QM/MM surface hopping dynamics based on Q sampling

for the QM and T sampling for the MM regions. The present

results for spectrum and dynamics will add to these previous

evidences of the superiority of Q over T samplings.

The main contribution of this work is at providing a more

complete and systematic investigation of the effects of sam-

pling on electronic spectrum and nonadiabatic excited-state

dynamics. Although the effects of sampling will most likely

depend on each particular molecule, we try to figure out fea-

tures that may reflect general trends of the different sampling

methods. We also aim at establishing protocols for each step

of the simulations for evaluating the sampling effects, which

may be used in other cases as well. As a side-product of this

methodological investigation, we also report a new set of

excited-state dynamics for pyrrole in the gas phase.

Computational Details

Electronic structure and dynamics

Excited states were computed with the algebraic diagrammatic

construction to the second order [ADC(2)],[45,46] using the

resolution-of-the-identity (RI) approximation[47] and frozen 1s

orbitals. The reference ground state was computed at the

second-order Møller–Plesset Perturbation Theory (MP2).[48] Cal-

culations were done with the aug-cc-pVDZ basis set assigned

to N and C atoms, and with the cc-pVDZ assigned to H

atoms.[49]

The absorption spectrum and initial conditions for dynamics

were simulated with the nuclear ensemble method[50] using

different types of sampling as discussed below. On-the-fly

dynamics simulations were carried out in the excited states

computed with ADC(2). Nonadiabatic effects were taken into

account by the surface hopping approach.[51] Classical equa-

tions were integrated with 0.5 fs time step, while quantum

equations were integrated with 0.025 fs, using interpolated

quantities between classical steps. The maximum simulation

time was 300 fs.

Hopping probabilities between excited states were com-

puted with the fewest switches approach[52] including deco-

herence corrections (a 5 0.1 Hartree).[53] Nonadiabatic

couplings with ADC(2) were computed by finite differences

with the method discussed in Ref. [54], which is based on the

Hammes–Schiffer–Tully approach.[55] As a single-reference and

low-order method, ADC(2) cannot provide reliable nonadia-

batic couplings for crossings with the ground state.[54] For this

reason, when a trajectory reached an S1–S0 energy gap smaller

than 0.15 eV before the maximum simulation time, it was

stopped. This crossing time was taken as an estimate of the

internal conversion time to the ground state.

ADC(2) calculations were carried out with the Turbomole

program.[56] The spectrum and dynamics simulations were per-

formed with Newton-X[57,58] interfaced with Turbomole. Sur-

face intersections (within 0.01 eV) were optimized with the

penalty Lagrange multiplier technique (a 5 0.02 Hartree) imple-

mented in the Ciopt program,[59] which we have adapted to

Figure 1. Top: Illustration of the classical (T 5 300 K) and quantum energies
and amplitudes in a 1-D harmonic potential. Bottom: Ratio between the
classical and quantum amplitudes as a function of the wavenumber
[Eq. (1)]. The proportions in the upper figure correspond to 1600 cm21.
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• “Thermal” sampling 
→  snapshots of classical ground state dynamics at temperature T

W (n=0)
(R,P ) =

1

⇡~ exp

�!R2/~
exp

�P 2/!~

W (n=0)
(E) =

1

⇡~⌫ exp

�2E/!~

thermal sampling as the preferred methodology, as the Q sam-

pling would provide “artificially high kinetic energies” and

lower numerical stability.

We tend to disagree with this analysis. The high kinetic

energies of the Q sampling are not artificial, but correspond to

the kinetic energies expected for a quantum system. In con-

ceptual terms, the Q sampling through a Wigner distribution

should be the proper way of mapping quantum densities on

the classical phase space.[41] From a practical perspective, we

have observed before[42] that while spectra simulated with Q

sampling rendered satisfactory results, those based on T sam-

pling were too narrow, needing much larger nominal tempera-

tures to reach proper band width description. We have even

proposed[43,44] a hybrid method to sample initial conditions

for QM/MM surface hopping dynamics based on Q sampling

for the QM and T sampling for the MM regions. The present

results for spectrum and dynamics will add to these previous

evidences of the superiority of Q over T samplings.

The main contribution of this work is at providing a more

complete and systematic investigation of the effects of sam-

pling on electronic spectrum and nonadiabatic excited-state

dynamics. Although the effects of sampling will most likely

depend on each particular molecule, we try to figure out fea-

tures that may reflect general trends of the different sampling

methods. We also aim at establishing protocols for each step

of the simulations for evaluating the sampling effects, which

may be used in other cases as well. As a side-product of this

methodological investigation, we also report a new set of

excited-state dynamics for pyrrole in the gas phase.

Computational Details

Electronic structure and dynamics

Excited states were computed with the algebraic diagrammatic

construction to the second order [ADC(2)],[45,46] using the

resolution-of-the-identity (RI) approximation[47] and frozen 1s

orbitals. The reference ground state was computed at the

second-order Møller–Plesset Perturbation Theory (MP2).[48] Cal-

culations were done with the aug-cc-pVDZ basis set assigned

to N and C atoms, and with the cc-pVDZ assigned to H

atoms.[49]

The absorption spectrum and initial conditions for dynamics

were simulated with the nuclear ensemble method[50] using

different types of sampling as discussed below. On-the-fly

dynamics simulations were carried out in the excited states

computed with ADC(2). Nonadiabatic effects were taken into

account by the surface hopping approach.[51] Classical equa-

tions were integrated with 0.5 fs time step, while quantum

equations were integrated with 0.025 fs, using interpolated

quantities between classical steps. The maximum simulation

time was 300 fs.

Hopping probabilities between excited states were com-

puted with the fewest switches approach[52] including deco-

herence corrections (a 5 0.1 Hartree).[53] Nonadiabatic

couplings with ADC(2) were computed by finite differences

with the method discussed in Ref. [54], which is based on the

Hammes–Schiffer–Tully approach.[55] As a single-reference and

low-order method, ADC(2) cannot provide reliable nonadia-

batic couplings for crossings with the ground state.[54] For this

reason, when a trajectory reached an S1–S0 energy gap smaller

than 0.15 eV before the maximum simulation time, it was

stopped. This crossing time was taken as an estimate of the

internal conversion time to the ground state.

ADC(2) calculations were carried out with the Turbomole

program.[56] The spectrum and dynamics simulations were per-

formed with Newton-X[57,58] interfaced with Turbomole. Sur-

face intersections (within 0.01 eV) were optimized with the

penalty Lagrange multiplier technique (a 5 0.02 Hartree) imple-

mented in the Ciopt program,[59] which we have adapted to

Figure 1. Top: Illustration of the classical (T 5 300 K) and quantum energies
and amplitudes in a 1-D harmonic potential. Bottom: Ratio between the
classical and quantum amplitudes as a function of the wavenumber
[Eq. (1)]. The proportions in the upper figure correspond to 1600 cm21.

Scheme 1. 1H-Pyrrole.
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puckering degree, between 0.3 and 0.5 Å. Also for both, there

is a large variation of types of puckering specially from enve-

lope conformations involving the N atom (E1) to twisted con-

formations involving C2 and C3 (2T3). It is not possible,

however, to distinguish any special trends in either sampling.

The bias of T300 toward H elimination is somewhat counter-

intuitive. We could expect that with a narrower NH-distance

distribution than in the Q sampling, the activation of the H

elimination would also reduce. The reason for having the

opposite output is related to the nonadiabatic events bringing

pyrrole from S2 to S1. If we apply Eq. (10) to fit the S1 occupa-

tion instead of S11S2, we see that the S2!S1 transfer time is

s1 5 55 fs in the Q and 89 fs in the T300 sampling. This reflects

the smaller momentum of T300 trajectories when they reach

the S2/S1 crossing seam, compared to the momentum of Q tra-

jectories in the same region. The Landau–Zener model[69] of

nonadiabatic transitions helps to understand what happens

then: in a two-state crossing, everything else being the same,

the larger the momentum, the larger the probability of

remaining in the same diabatic pathway. In this way, as the S2/

S1 crossing seam is reached along ring-distortion modes,[37]

trajectories with larger momentum are more likely to remain

moving along the ring distortion pathway than those with

smaller momentum, which have larger probabilities of chang-

ing to another diabatic pathway, resulting in H-elimination.

With the exception of the time constant for transfer the

populations from high-excited states into S1 and S2 (s12),

dynamics is clearly faster with Q than with T300 sampling

(Table 3). The S1!S0 time constant for trajectories following

the ring-distortion path is sR 5 98 fs with Q and somewhat

slower with T300, 124 fs. For H elimination, this time increases

from sH 5 87 to 154 fs between the Q and the T300 samplings.

Comparison to experimental data

We can summarize the dynamics of pyrrole excited into the

pp* band as schematically illustrated in Figure 7. This figure

shows the singlet (neutral) and doublet (cation) states of pyr-

role along the H-elimination and ring distortion computed by

linear interpolation of internal coordinates between the

ground state minimum and the optimized S1/S0 intersections

of each path. These calculations were done at the same level

as the spectrum and dynamics simulations, ADC(2)/(aug)-cc-

pVDZ. In the following description, we will only mention the

Q-sampling time constants and populations fractions. Qualita-

tively, the T300 description is exactly the same, but with the

values provided in Tables 2 and 3 and Figure 6.

Excitation into the 6.1 6 0.1 eV (Fig. 7a) populates the S3–S6

manifold, especially S4 and S5. After that, pyrrole quickly

relaxes to the S2 state in only 27 fs. S1 is populated through a

S2/S1 crossing induced by out-of-plane ring modes (Fig. 7b)

within 55 fs. The split between the two deactivation paths

happens at this crossing: part of the population continues

moving along the ring distortion, and the remaining popula-

tion planarizes and starts the H elimination. The population

following the ring distortion (41 6 8%) reaches the S1/S0 inter-

section (Fig. 7c) within 98 fs. The population following H-

elimination (59%) reaches the S1/S0 intersection (Fig. 7d) within

87 fs. Both paths considered, pyrrole returns to the ground

state within 90 fs.

Figure 7. Potential energy profiles of pyrrole along the H-elimination (posi-
tive coordinates) and ring-distortion (negative) paths. The ground and sin-
glet excited states (up to S7) are shown along with the cation (doublet)
states D0 and D1. The geometry at left corresponds to the ring-distorted
S1/S0 intersection; at the center (displacement zero) is the minimum of the
ground state; at right is the H-elimination S1/S0 intersection. The * indicates
the top of the S1 barrier.

Figure 6. Top: Number of S1!S0 hops as a function of the NH distance. For
90% confidence interval, the errors in the fractions of ring distortion and H-
elimination are 68%. Bottom: Cremer–Pople parameters at the S1!S0 hop
time for the ring-distortion cases. The corresponding puckering conforma-
tions are indicated at the right axis. En: envelope puckering with atom n
below the ring plane (in nE, n is above the plane); mTn: twisted puckering
with m above and n below the plane. C2$C5 and C3$C4 equivalence was
taken into account, such as that, for instance, E5 is counted as E2.
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puckering degree, between 0.3 and 0.5 Å. Also for both, there

is a large variation of types of puckering specially from enve-

lope conformations involving the N atom (E1) to twisted con-

formations involving C2 and C3 (2T3). It is not possible,

however, to distinguish any special trends in either sampling.

The bias of T300 toward H elimination is somewhat counter-

intuitive. We could expect that with a narrower NH-distance

distribution than in the Q sampling, the activation of the H

elimination would also reduce. The reason for having the

opposite output is related to the nonadiabatic events bringing

pyrrole from S2 to S1. If we apply Eq. (10) to fit the S1 occupa-

tion instead of S11S2, we see that the S2!S1 transfer time is

s1 5 55 fs in the Q and 89 fs in the T300 sampling. This reflects

the smaller momentum of T300 trajectories when they reach

the S2/S1 crossing seam, compared to the momentum of Q tra-

jectories in the same region. The Landau–Zener model[69] of

nonadiabatic transitions helps to understand what happens

then: in a two-state crossing, everything else being the same,

the larger the momentum, the larger the probability of

remaining in the same diabatic pathway. In this way, as the S2/

S1 crossing seam is reached along ring-distortion modes,[37]

trajectories with larger momentum are more likely to remain

moving along the ring distortion pathway than those with

smaller momentum, which have larger probabilities of chang-

ing to another diabatic pathway, resulting in H-elimination.

With the exception of the time constant for transfer the

populations from high-excited states into S1 and S2 (s12),

dynamics is clearly faster with Q than with T300 sampling

(Table 3). The S1!S0 time constant for trajectories following

the ring-distortion path is sR 5 98 fs with Q and somewhat

slower with T300, 124 fs. For H elimination, this time increases

from sH 5 87 to 154 fs between the Q and the T300 samplings.

Comparison to experimental data

We can summarize the dynamics of pyrrole excited into the

pp* band as schematically illustrated in Figure 7. This figure

shows the singlet (neutral) and doublet (cation) states of pyr-

role along the H-elimination and ring distortion computed by

linear interpolation of internal coordinates between the

ground state minimum and the optimized S1/S0 intersections

of each path. These calculations were done at the same level

as the spectrum and dynamics simulations, ADC(2)/(aug)-cc-

pVDZ. In the following description, we will only mention the

Q-sampling time constants and populations fractions. Qualita-

tively, the T300 description is exactly the same, but with the

values provided in Tables 2 and 3 and Figure 6.

Excitation into the 6.1 6 0.1 eV (Fig. 7a) populates the S3–S6

manifold, especially S4 and S5. After that, pyrrole quickly

relaxes to the S2 state in only 27 fs. S1 is populated through a

S2/S1 crossing induced by out-of-plane ring modes (Fig. 7b)

within 55 fs. The split between the two deactivation paths

happens at this crossing: part of the population continues

moving along the ring distortion, and the remaining popula-

tion planarizes and starts the H elimination. The population

following the ring distortion (41 6 8%) reaches the S1/S0 inter-

section (Fig. 7c) within 98 fs. The population following H-

elimination (59%) reaches the S1/S0 intersection (Fig. 7d) within

87 fs. Both paths considered, pyrrole returns to the ground

state within 90 fs.

Figure 7. Potential energy profiles of pyrrole along the H-elimination (posi-
tive coordinates) and ring-distortion (negative) paths. The ground and sin-
glet excited states (up to S7) are shown along with the cation (doublet)
states D0 and D1. The geometry at left corresponds to the ring-distorted
S1/S0 intersection; at the center (displacement zero) is the minimum of the
ground state; at right is the H-elimination S1/S0 intersection. The * indicates
the top of the S1 barrier.

Figure 6. Top: Number of S1!S0 hops as a function of the NH distance. For
90% confidence interval, the errors in the fractions of ring distortion and H-
elimination are 68%. Bottom: Cremer–Pople parameters at the S1!S0 hop
time for the ring-distortion cases. The corresponding puckering conforma-
tions are indicated at the right axis. En: envelope puckering with atom n
below the ring plane (in nE, n is above the plane); mTn: twisted puckering
with m above and n below the plane. C2$C5 and C3$C4 equivalence was
taken into account, such as that, for instance, E5 is counted as E2.
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and velocities representing the initial distribution of the mole-

cule in the phase space; and for each of these points several

trajectories should also be started to sample the random non-

adiabatic processes. (Different from classical dynamics, in sur-

face hopping, trajectories initiated with the same conditions

may have different fates due to the stochastic nature of the

hops.) Commonly, to reduce the computational costs, this

double-ensemble approach is replaced by a single ensemble,

where only a single trajectory is started from each phase-

space point. This is the approach we adopt here as well.

Two sets of excited-state dynamics simulations were run,

one starting from initial conditions generated with the Q sam-

pling and another with the T300 sampling. In both cases, initial

conditions were restricted to the 6.1 6 0.1 eV energy window,

exciting the p!3px state near the center of the first absorp-

tion band. 100 trajectories were computed for each sampling.

The number of trajectories starting in each adiabatic state

(Table 2) was taken as proportional to the transition probabil-

ities into each state within the energy window. Thus, in the Q

sampling, for instance, 19 trajectories were started in S3, 30 in

S4, 36 in S5, and 15 in S6. This procedure ensures that the ini-

tial conditions in both samplings are equivalent in terms of

excitation energy and diabatic character of the initial state.

The general time-evolution of the trajectories is illustrated in

Figure 5. Qualitatively, the results for Q and T300 samplings are

similar. The occupation of the initially populated states (S3 to

S6) quickly reduces; first populating S2 and S1 with time con-

stant s1 and then S0 with s0:

S31:::1S7½ "!!!!
1=s12

S11S2½ "!!!
1=s0

S0½ ": (9)

With such a partition (which includes S7 in the first group to

account for the up-hops from S6), we can fit the [S11S2] occu-

pation analogously to a unimolecular reaction with an inter-

mediary step

FS11S2 tð Þ5 s0

s122s0
exp 2

t

s12

" #
2exp 2

t

s0

" #$ %
: (10)

The result of this fitting is given in Table 3. Clearly, the initial

transfer into S2 and S1 is independent of the sampling, and

about 27 fs. Nevertheless, the transfer from S2 and S1 into S0

with Q sampling is significantly faster than that with the T300

sampling. While with the Q sampling, S0 is populated within

approximately s0 5 90 fs, with the T300 sampling, it takes about

148 fs.

There is also an important difference in the activation of the

different reaction paths. Pyrrole internal conversion may occur

either through a pr*/ground-sate intersection induced by the

NH stretching (H-elimination pathway) or through pp*/ground-

state intersection induced by simultaneous ring opening and

puckering (ring-distortion pathway).[37] Dynamics starting from

the Q sampling features 59% of H-elimination, against 70%

when starting from the T300 sampling (Fig. 6-top). For 100 tra-

jectories, the uncertainty in these values is 68% for 90% confi-

dence interval. Thus, in spite of some overlap in the extreme

of the error bars, it seems that the T300 sampling really leads

to a preference for H elimination in comparison to the Q

sampling.

There is an extensive patch of ring-distortion crossing seam

that can give rise to internal conversion to the ground

state.[67] It varies in terms of degree and type of ring pucker-

ing. The distribution of ring-distortions at the S1/S0 crossing

point given by the Cremer–Pople parameters[68] u and Q is

shown in Figure 6-bottom. For both samplings, internal con-

version to the ground state tends to occur with a substantial

Table 2. Distribution of ensemble points among the electronic states
according to their oscillator strengths, in the 6.1 6 0.1 eV energy window.

Sampling S1 S2 S3 S4 S5 S6 S7 S7–S25

NE Q 0 18 120 218 262 112 2 0
NE T300 0 13 246 286 408 126 0 0
NE T912 0 19 108 192 208 118 1 0
IC Q 0 0 19 30 36 15 0 0
IC T300 0 0 23 27 38 12 0 0

The number of initial conditions (IC) was taken approximately propor-
tional to the nuclear ensemble (NE) up to a total of 100 initial
conditions

Figure 5. Fraction of trajectories as a function of time in S0, S1 1 S2, and in
the S31% % %1S7 groups of states for the Q and T300 samplings.

Table 3. Characterization of the T-sampled (300 K) and Q-sampled
dynamics in the 6.1 6 0.1 eV excitation window.

Sampling

Time constant (fs) Q T300

s12 27 28
s1 55 89
s0 90 148
sH 87 154
sR 98 124
spr* 64 100

Time constants: s12 for exponential transfer from the high excited states
into S1 and S2; s1 for the S2 transfer to S1; s0 for the transfer from S1 to
S0; sH for S1 to S0 transfer via H elimination; sR for S1 to S0 transfer via
ring distortion; spr* for crossing from p3s to pr* (H fragments
formation).
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⌧S0 = 90fs

⌧S0 = 148fs

puckering degree, between 0.3 and 0.5 Å. Also for both, there

is a large variation of types of puckering specially from enve-

lope conformations involving the N atom (E1) to twisted con-

formations involving C2 and C3 (2T3). It is not possible,

however, to distinguish any special trends in either sampling.

The bias of T300 toward H elimination is somewhat counter-

intuitive. We could expect that with a narrower NH-distance

distribution than in the Q sampling, the activation of the H

elimination would also reduce. The reason for having the

opposite output is related to the nonadiabatic events bringing

pyrrole from S2 to S1. If we apply Eq. (10) to fit the S1 occupa-

tion instead of S11S2, we see that the S2!S1 transfer time is

s1 5 55 fs in the Q and 89 fs in the T300 sampling. This reflects

the smaller momentum of T300 trajectories when they reach

the S2/S1 crossing seam, compared to the momentum of Q tra-

jectories in the same region. The Landau–Zener model[69] of

nonadiabatic transitions helps to understand what happens

then: in a two-state crossing, everything else being the same,

the larger the momentum, the larger the probability of

remaining in the same diabatic pathway. In this way, as the S2/

S1 crossing seam is reached along ring-distortion modes,[37]

trajectories with larger momentum are more likely to remain

moving along the ring distortion pathway than those with

smaller momentum, which have larger probabilities of chang-

ing to another diabatic pathway, resulting in H-elimination.

With the exception of the time constant for transfer the

populations from high-excited states into S1 and S2 (s12),

dynamics is clearly faster with Q than with T300 sampling

(Table 3). The S1!S0 time constant for trajectories following

the ring-distortion path is sR 5 98 fs with Q and somewhat

slower with T300, 124 fs. For H elimination, this time increases

from sH 5 87 to 154 fs between the Q and the T300 samplings.

Comparison to experimental data

We can summarize the dynamics of pyrrole excited into the

pp* band as schematically illustrated in Figure 7. This figure

shows the singlet (neutral) and doublet (cation) states of pyr-

role along the H-elimination and ring distortion computed by

linear interpolation of internal coordinates between the

ground state minimum and the optimized S1/S0 intersections

of each path. These calculations were done at the same level

as the spectrum and dynamics simulations, ADC(2)/(aug)-cc-

pVDZ. In the following description, we will only mention the

Q-sampling time constants and populations fractions. Qualita-

tively, the T300 description is exactly the same, but with the

values provided in Tables 2 and 3 and Figure 6.

Excitation into the 6.1 6 0.1 eV (Fig. 7a) populates the S3–S6

manifold, especially S4 and S5. After that, pyrrole quickly

relaxes to the S2 state in only 27 fs. S1 is populated through a

S2/S1 crossing induced by out-of-plane ring modes (Fig. 7b)

within 55 fs. The split between the two deactivation paths

happens at this crossing: part of the population continues

moving along the ring distortion, and the remaining popula-

tion planarizes and starts the H elimination. The population

following the ring distortion (41 6 8%) reaches the S1/S0 inter-

section (Fig. 7c) within 98 fs. The population following H-

elimination (59%) reaches the S1/S0 intersection (Fig. 7d) within

87 fs. Both paths considered, pyrrole returns to the ground

state within 90 fs.

Figure 7. Potential energy profiles of pyrrole along the H-elimination (posi-
tive coordinates) and ring-distortion (negative) paths. The ground and sin-
glet excited states (up to S7) are shown along with the cation (doublet)
states D0 and D1. The geometry at left corresponds to the ring-distorted
S1/S0 intersection; at the center (displacement zero) is the minimum of the
ground state; at right is the H-elimination S1/S0 intersection. The * indicates
the top of the S1 barrier.

Figure 6. Top: Number of S1!S0 hops as a function of the NH distance. For
90% confidence interval, the errors in the fractions of ring distortion and H-
elimination are 68%. Bottom: Cremer–Pople parameters at the S1!S0 hop
time for the ring-distortion cases. The corresponding puckering conforma-
tions are indicated at the right axis. En: envelope puckering with atom n
below the ring plane (in nE, n is above the plane); mTn: twisted puckering
with m above and n below the plane. C2$C5 and C3$C4 equivalence was
taken into account, such as that, for instance, E5 is counted as E2.

FULL PAPERWWW.Q-CHEM.ORG

International Journal of Quantum Chemistry 2015, DOI: 10.1002/qua.25049 7

puckering degree, between 0.3 and 0.5 Å. Also for both, there

is a large variation of types of puckering specially from enve-

lope conformations involving the N atom (E1) to twisted con-

formations involving C2 and C3 (2T3). It is not possible,

however, to distinguish any special trends in either sampling.

The bias of T300 toward H elimination is somewhat counter-

intuitive. We could expect that with a narrower NH-distance

distribution than in the Q sampling, the activation of the H

elimination would also reduce. The reason for having the

opposite output is related to the nonadiabatic events bringing

pyrrole from S2 to S1. If we apply Eq. (10) to fit the S1 occupa-

tion instead of S11S2, we see that the S2!S1 transfer time is

s1 5 55 fs in the Q and 89 fs in the T300 sampling. This reflects

the smaller momentum of T300 trajectories when they reach

the S2/S1 crossing seam, compared to the momentum of Q tra-

jectories in the same region. The Landau–Zener model[69] of

nonadiabatic transitions helps to understand what happens

then: in a two-state crossing, everything else being the same,

the larger the momentum, the larger the probability of

remaining in the same diabatic pathway. In this way, as the S2/

S1 crossing seam is reached along ring-distortion modes,[37]

trajectories with larger momentum are more likely to remain

moving along the ring distortion pathway than those with

smaller momentum, which have larger probabilities of chang-

ing to another diabatic pathway, resulting in H-elimination.

With the exception of the time constant for transfer the

populations from high-excited states into S1 and S2 (s12),

dynamics is clearly faster with Q than with T300 sampling

(Table 3). The S1!S0 time constant for trajectories following

the ring-distortion path is sR 5 98 fs with Q and somewhat

slower with T300, 124 fs. For H elimination, this time increases

from sH 5 87 to 154 fs between the Q and the T300 samplings.

Comparison to experimental data

We can summarize the dynamics of pyrrole excited into the

pp* band as schematically illustrated in Figure 7. This figure

shows the singlet (neutral) and doublet (cation) states of pyr-

role along the H-elimination and ring distortion computed by

linear interpolation of internal coordinates between the

ground state minimum and the optimized S1/S0 intersections

of each path. These calculations were done at the same level

as the spectrum and dynamics simulations, ADC(2)/(aug)-cc-

pVDZ. In the following description, we will only mention the

Q-sampling time constants and populations fractions. Qualita-

tively, the T300 description is exactly the same, but with the

values provided in Tables 2 and 3 and Figure 6.

Excitation into the 6.1 6 0.1 eV (Fig. 7a) populates the S3–S6

manifold, especially S4 and S5. After that, pyrrole quickly

relaxes to the S2 state in only 27 fs. S1 is populated through a

S2/S1 crossing induced by out-of-plane ring modes (Fig. 7b)

within 55 fs. The split between the two deactivation paths

happens at this crossing: part of the population continues

moving along the ring distortion, and the remaining popula-

tion planarizes and starts the H elimination. The population

following the ring distortion (41 6 8%) reaches the S1/S0 inter-

section (Fig. 7c) within 98 fs. The population following H-

elimination (59%) reaches the S1/S0 intersection (Fig. 7d) within

87 fs. Both paths considered, pyrrole returns to the ground

state within 90 fs.

Figure 7. Potential energy profiles of pyrrole along the H-elimination (posi-
tive coordinates) and ring-distortion (negative) paths. The ground and sin-
glet excited states (up to S7) are shown along with the cation (doublet)
states D0 and D1. The geometry at left corresponds to the ring-distorted
S1/S0 intersection; at the center (displacement zero) is the minimum of the
ground state; at right is the H-elimination S1/S0 intersection. The * indicates
the top of the S1 barrier.

Figure 6. Top: Number of S1!S0 hops as a function of the NH distance. For
90% confidence interval, the errors in the fractions of ring distortion and H-
elimination are 68%. Bottom: Cremer–Pople parameters at the S1!S0 hop
time for the ring-distortion cases. The corresponding puckering conforma-
tions are indicated at the right axis. En: envelope puckering with atom n
below the ring plane (in nE, n is above the plane); mTn: twisted puckering
with m above and n below the plane. C2$C5 and C3$C4 equivalence was
taken into account, such as that, for instance, E5 is counted as E2.
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3. Example: Pyrrole 
“Quantum” sampling vs “thermal” sampling?

Non-adiabatic dynamics in pyrrole molecule upon excitation with a 6.1eV photon: 
- S3-S7 manifold initially populated 
- surface hopping method 
- ADC2 for electronic structure 
- 100 trajectories 
- “quantum” sampling versus “thermal” sampling at T=300K



3. Example: Isomerisation of azobenzene 
Surface hopping vs FMS?

Non-adiabatic dynamics in azobenzene molecule upon n → pi* excitation: 
- S1 state initially populated 
- surface hopping method vs FMS, 100 trajectories 
- AM1 and CAS-CI for electronic structure 
- initial conditions of the slow decaying FMS wave packet from a Boltzmann distribution

confirm these findings, while shedding light on previously
unnoticed features of the PES and of the crossing seams.

The new theoretical results therefore challenge the origi-
nal, widely accepted, mechanistic interpretation of the pho-
toisomerization of azobenzene. Starting with 1996, there has
been a flourishing of time-resolved spectroscopic experi-
ments on this reaction,[32±40] which detected transients with
lifetimes ranging from about 0.1 to 10±20 ps. The discussion
of most of these results, with the exception of the most

recent ones,[39] was inevitably unaware of the almost contem-
porary theoretical progresses, but some new ideas were put
forward. However, a thorough explanation of the experi-
mental evidence is still missing, and we think it can only
derive from a study of the reaction dynamics, including non-
adiabatic transitions between the first four singlet states.
This is the aim of the present work. In the next section we
specify the essential details of the semiempirical method
and we outline the most important features of the potential
energy surfaces (PES). We will then describe the results of
the simulations, with emphasis on the reaction mechanism
(torsion versus inversion) and on the dynamical effects
which influence the quantum yields. Finally, in the last sec-
tion before the concluding remarks, we shall offer an inter-

pretation of several time-resolved spectroscopic studies, in
the light of our computational results.

Method and Semiempirical Representation of the
Electronic States

In this work we have applied a direct semiclassical dynamics
approach recently developed in our group[16] and imple-

mented in a development ver-
sion of the MOPAC package.[42]

The method combines Tully×s
trajectory surface hopping ap-
proach[43] with a direct semiem-
pirical calculation of PES and
electronic wavefunctions. The
direct or ™on the fly∫ strategy
avoids the cumbersome fitting
or interpolation procedures for
the preparation of analytic PES
and other electronic matrix ele-
ments, and is practically manda-
tory for systems such as azo-
benzene, where at least five in-
ternal coordinates undergo
large amplitude variations
(CNNC and CCNN dihedrals
and NNC angles).

The choice of a semiempiri-
cal method for solving the elec-
tronic problem is apparently
the best compromise between
accuracy, transferability and
computing speed. An accepta-
ble level of accuracy, also for
the excited state PES, was
reached by re-optimizing the
semiempirical parameters, as
described below. In practice, for
molecules of the size of azoben-
zene, the re-parametrized semi-
empirical PES are as accurate
as the best available ab initio
ones.[27±31,41] The parameters are
fairly transferable,[18] in the

sense that standard or reoptimized sets can be trusted to
yield quite acceptable results for all the details of the PES
which are not of primary importance for the process under
study (for instance, CH stretching and CCH bending poten-
tials in azobenzene).

In order to represent excited states and to treat highly dis-
torted geometries, the electronic wavefunctions were of the
CI type. The molecular orbitals (MO) were obtained by
means of a modified SCF procedure with floating occupa-
tion numbers (ON).[16,44] Thus, the MO occupation was con-
tinuously adapted to the geometry: for instance, when the p

and p* orbitals become almost degenerate because of the
double bond torsion, their ON were almost equal. More-
over, the lowest virtual MOs were partially optimized, as in

Figure 1. Optimized geometries for ground and excited states (indicated SN) and conical intersections (indicat-
ed SN!SN+1 C.I.). The following constraints were imposed: aCNNC=1808 for TAB S1 and S2 ; aCNNC=08
for CAB S1 and S2 ; aCNNC=1408 for the S0!S1 crossing seam; aNNC=1808 for PLI and PEI.
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FIGURE 8 | Comparison of the evolution of the system in a surface
hopping scheme with the trajectory propagated on the lower potential
energy surface (left panel) and a system with quantum mechanical
nuclear motion (right panel). It is crucial to note that in the fewest
switches scheme, although the trajectory is being propagated on the lower
surface (in this example), it can be seen as being followed by a “ghost”
trajectory on the upper state associated with the coefficient

〈
φ2; R⃗|"; R⃗

〉
.

These coefficients are propagated in time through Equation (75) and in a
conventional fewest switches scheme are not reset after a hop. Nuclear
wavefunctions

〈
R⃗, φ1; R⃗|#

〉
and

〈
R⃗, φ2; R⃗|#

〉
associated with different

states will evolve to explore different regions of nuclear position space.

The explicit form of these density matrix elements is

⎧
⎪⎨

⎪⎩

[
ρ#

fast

]

mn
=
∫

R⃗
〈
R⃗, φm; R⃗|#

〉 〈
#|φn; R⃗, R⃗

〉

[
ρ"

fast

]

mn
=
〈
φm; R⃗|"; R⃗

〉 〈
#; R⃗|φn; R⃗

〉 , (79)

where the partial trace over quantum nuclear degrees of free-
dom takes the form of the integral over nuclear positions R⃗.
The diagonal elements of these density matrices correspond to
the populations of each electronic state, and off-diagonal terms
are called electronic coherences. Important differences occur in
the time evolution of these electronic coherences for a classical
or quantum description of the nuclei. From the right panel of
Figure 8 it is possible to see that as the nuclear wavefunctions
in a two state system associated with each electronic state evolve
in time, their overlap in general diminishes and the coherences[
ρ#

fast

]

12
in Equation (79) tend to zero. This decay of the off-

diagonal terms of the electronic density matrix is called electronic
quantum decoherence (Thachuk et al., 1998; Fiete and Heller,
2003; Miller, 2012) and the system will evolve toward a statisti-
cal (or incoherent) superposition of electronic states, described
completely by the populations (Cohen-Tannoudji et al., 1977).
On the other hand, by clamping the nuclei into a classical phase
space description as presented in Section 5, this effect of deco-

herence is lost, the terms
[
ρ"

fast

]

12
in Equation (79) do not tend

to zero (apart from oscillations), and each trajectory evolves as a
coherent superposition of electronic states 15.

Note that a swarm of trajectories in a surface hopping descrip-
tion is able to describe naturally the branching of the system into

15On the opposing side of the spectrum of a system with a fully coherent
electronic evolution, is a surface hopping scheme using a LZ type of equa-
tion to compute non-adiabatic transition probabilities. Because of condition
Equation (67), the system is effectively “collapsed” to a pure electronic state
after each hop, in totally decoherent propagation [coherences between two
electronic states are zero unless both states are populated (Cohen-Tannoudji
et al., 1977)].

different regions of nuclear position space as each trajectory is
independent. Instead, the issue is centered on the evolution of
the quantum electronic degrees of freedom for each trajectory,
which can lead to important qualitative differences between the
same system described by a classical or quantum nuclear descrip-
tion (Thachuk et al., 1998; Granucci and Persico, 2007). The lack
of the decoherence effect is a well-known (Tully, 1990; Prezhdo
and Rossky, 1997; Zhu et al., 2004; Granucci and Persico, 2007)
limitation of the fewest switches methodology as described above
(and is also a limitation of many other mixed quantum-classical
methods); it is a consequence of the prescription of the algorithm
that trajectories be treated independently (Tully, 1998; Granucci
and Persico, 2007), as to properly account for this effect the quan-
tum electronic evolution of trajectories propagating in one state
would need to depend on the positions of the trajectories on other
states. Trajectory independence is nevertheless at the heart of
the surface hopping approach, and while the treatment of mixed
quantum-classical systems is still an open problem, several ad hoc
mechanisms have been devised to introduce the effects of deco-
herence (Prezhdo and Rossky, 1997; Granucci and Persico, 2007;
Granucci et al., 2010; Shenvi et al., 2011; Subotnik and Shenvi,
2011; Jaeger et al., 2012; Subotnik et al., 2013; Bajo et al., 2014),
which improve the correspondence between the fraction of tra-
jectories propagated on the surface of each state and the quantum
population of that same state.

8. CONCLUDING REMARKS
Conical intersections are confluences of potential energy sur-
faces where the standard Born-Oppenheimer or adiabatic
approximation—which allows the familiar images and character-
izations of molecular structure and many dynamic and reactive
processes—breaks down. These intersections are of very consid-
erable interest in photophysical, photochemical, and photobio-
logical systems, since they provide regions of rapid and efficient
non-adiabatic transitions between excited electronic and ground
electronic states, as well as between excited states.

This review discussed a number of the key ingredients required
to comprehend and describe various aspects of conical inter-
sections, including the Born-Oppenheimer approximation itself
and its breakdown, non-adiabatic transitions in a perspective
where nuclear motion is treated by classical mechanics, includ-
ing their description within the Landau-Zener framework, and
the surface-hopping methodology to allow a classical mechani-
cal treatment with the simultaneous handling of non-adiabatic
transition dynamics between potential surfaces. This analysis
highlights the importance of the combination of nuclear velocity
and derivative non-adiabatic couplings to the overall dynamics
of the system. Clearly, this review’s treatment can only serve as an
introduction to the realm of conical intersections, which promises
to continue its growth with important implications for some time
to come.
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IV. SLOW DECAY IN AZOBENZENE DYNAMICS

In this section, we consider the S1→S0 decay of trans-
azobenzene !TAB". In a previous investigation of the
n→!! TAB dynamics45 with the full multiple spawning
!FMS" method of Martìnez and co-workers, we found a slow
decaying wavepacket lasting for about 1.5 ps on the S1 state,
which represents a particularly severe test for TSH treat-
ments. This behavior only arises with one set of initial con-
ditions, out of 20 different sets we sampled to start the FMS
calculations. In the overall average, the standard TFS results
are in rather good agreement with the FMS ones. In the
particular case of the slowly decaying wavepacket, we ana-
lyzed in detail in Ref. 29 the performance of TFS. As one can
see from Fig. 11, the fraction of trajectories on the S1 state
"2!t" exhibits an incorrect exponential decay. This behavior
is a clear manifestation of the Rabi oscillation phenomenon
in a low coupling region, which is already encountered in the
case of model II. As in the case of the multiple passages
through a strong coupling region, we see here that the same

artifacts may occur with one as with several tens of degrees
of freedom. When a trajectory hops from S1 to S0, it is at-
tracted towards one of the minima of the S0 PES, corre-
sponding either to the trans or the cis isomer. As a conse-
quence the energy gap rapidly increases, while the coupling
decreases.29 The Rabi oscillations are therefore more pro-
nounced for trajectories running on the upper state, and the
neat TFS transition probability from S1 to S0 gives rise to the
exponential decay of "2!t". This effect is strongly enhanced
by the occurrence of two !very" weak nonadiabatic events at
about t=0.19 and t=0.33 ps, after which the S0 state has a
non-negligible coefficient in the expansion of the time de-
pendent electronic wavefunction. According to FMS, there is
no exponential decay, nor fast oscillations in the S1 state
probability, which remains almost constant for about 1.1 ps
after t=0.33 ps. This is quite clearly due to the quantum
decoherence, which is correctly taken into account by the
FMS method. However, we emphasize that in this difficult
case, the time-dependent FMS wavefunction may be not
fully converged, so for instance, the probability value of the
1.1 ps long plateau !P2=0.967" should not be taken as an
exact reference in testing the TSH variants.

The TSH calculations have been performed by running
swarms of 100 trajectories each. All the trajectories shared
the same set of initial conditions, corresponding to the start-
ing coordinates and momenta of the slow decaying FMS
wavepacket, but used different random number sequences.
The timestep used was #t=0.2 fs, and in the ODC calcula-
tions we set nD=1 and Smin=0.005. As we already showed,29

the inclusion in the TSH calculations of quantum decoher-
ence by the EDC method is effective in solving the problem
of the exponential decay of "2. In Fig. 11, we see the decay
of "2!t" and p̄2!t" with the ODC method, considering four
different values of $. In all these cases the agreement with
the quantum results and the internal consistency between "2
and p̄2!t" improve dramatically with respect to TFS. With the
smallest $ values shown in Fig. 11 !$=0.1 and partially also
$=0.5", the decoherence effect is not so effective, and the S1
state population shows some little decrease before the final
drop at t#1.4 ps. On the other hand, with $%10 !not
shown in the figure", the decoherence is too fast: the S1
→S0 hops occur only very near the crossing seam, with a
maximum energy difference of 3.5 kcal/mol for $=10 and
0.8 kcal/mol for $=100. In these cases, the small decrease of
"2!t" and p̄2!t" occurring around t=330 fs is completely
washed out. The best results are obtained with $ between 1.0
and 5.0.

V. CONCLUDING REMARKS

We have set up a method to take into account the quan-
tum decoherence effects that are neglected in standard sur-
face hopping !TSH". When the decay of an electronic excited
state is ultrafast and irreversible, the “fewest switches” !TFS"
algorithm reproduces correctly the exact quantum dynamical
results in terms of fractions of trajectories "i!t" on the elec-
tronic states. The decoherence problem in this case only af-
fects the averaged state probabilities p̄i!t", which may turn
out quite different from the "i!t". This inconsistency is usu-
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3. Example: Butatriene cation 
Surface hopping vs vMCG?

Non-adiabatic dynamics in butatriene molecule upon ionisation: 
- first cationic excited state “A state” initially populated 
- surface hopping method with 80 trajectories vs vMCG (16 GBF) 
- CASSCF for electronic structure

Although the calculations were able to provide dynamical
information to enhance understanding of the chemistry taking
place, for accurate dynamics using surface hopping a large
number of trajectories should be run. In this work we aim to
test our trajectory surface hopping direct dynamics scheme by
running a reasonable number of trajectories and comparing the
results to full quantum molecular dynamics calculations. As a
test case we take the formation of a butatriene radical cation in
the Ã2B2u state. In the photoelectron spectrum, the band arising
from this state is linked to that from the X̃2B2g state by a
structured spectrum,13 which is known to be due to a conical
intersection between them.14 As a test system it is ideal. It is a
small organic molecule with a fairly simple electronic structure,
and the quantum chemistry should be reasonable with a small
basis set. The conical intersection also lies very close to, and is
directly accessible from, the Franck-Condon region so that only
short simulations are required to describe the nonadiabatic
effects. As a prototypical conical intersection, it is also a good
test of the method with physical relevance.
Shown in Figure 1, butatriene (C4H4) is a linear planar

molecule with D2h symmetry at the neutral ground-state equi-
librium geometry. Figure 2 sketches the orbitals and Figure 3
the important nuclear modes for the system to be studied. In
butatriene, three π-orbitals lie perpendicular to the carbon axis,
and formation of the X̃2B2g and Ã2B2u states of the radical cation
results from removal of an electron of the highest two occupied
orbitals. These lie at right angles to one another, with the X̃
state being formed by making a hole in a molecular orbital that
lies above and below the plane of the molecule and the Ã state
hole being in a molecular orbital that lies in the plane. Torsional
motion around the axis leads to vibronic coupling between these
states. The central C-C symmetric stretch vibration also plays
a major role in the vibronic coupling, providing the second
degree of freedom required for the formation of a conical
intersection between the states.
The quantum dynamics were made using a vibronic coupling

model Hamiltonian15 for the coupled X̃/Ã states in the butatriene
radical cation. This model has been successfully applied to a
number of problems in which the system passes through a
conical intersection within a few femtoseconds after excitation.
In a recent paper, Cattarius et al.16 set up a model Hamiltonian
for the coupled states, treating five nuclear degrees of freedom

explicitly. This model, which is complete to first order in the
coupling, reproduces the spectrum for this system very well,
and hence describes the major features of the molecular
dynamics. Here, to use it as a comparison for the direct dynamics
calculations, we reparametrize this Hamiltonian to reproduce
the CASSCF potential energy surfaces.

2. Theory and Methods

2.1. Electronic Structure and Direct Dynamics Calcula-
tions. The direct dynamics and quantum chemistry calculations
were made using a development version of the GAUSSIAN
program.17 The potential energy, gradient, and force constants
for the butatriene radical cation ground and first excited states
were evaluated using a CASSCF method. The active space
chosen was to distribute the π-electrons (six for calculations
on the neutral species and five for the radical cation) in the six
π-orbitals. As can be shown by localization,18 the active space
used can be thought of as comprising the six carbon p-orbitals
that do not contribute to the σ-bonding framework. Each carbon
contributes a p-orbital perpendicular to the molecular plane,
while the central two carbon atoms also provide two p-orbitals
that lie in the plane. The active space used is sketched in Figure
2. The calculations are labeled CAS(N,M)/X, where N is the
number of electrons and M the number of orbitals in the active
space, and X denotes the basis set used. In all the results
presented here, a basis set of 3-21G* was used. As we are
comparing theory with theory, the basis set used is not critical.
That it at least provides a reasonable description of the butatriene
molecule was shown by comparison with 6-31G* calculations
at a number of geometries, which showed no major differences.
For the semiclassical trajectory calculations, a set of points

in phase space must first be generated to represent the nuclear
wave packet. This was done by sampling the neutral ground-
state using the normal-mode sampling algorithm.19,20 Half a
quantum of energy was put into each normal mode and a set of
positions and momentum set up by random sampling, with a
correction made to scale the initial harmonic guess to the true
potential surfaces. In this way the zero point energy of the
ground-state system is approximately included. A more faithful

Figure 1. Geometrical parameters defining the structure of the
butatriene molecule.

Figure 2. Orbitals involved in the coupled X̃2B2g/Ã2B2u states of the
butatriene radical cation. The active space used is effectively the six
p-orbitals on the carbon atoms orthogonal to the carbon axis. A hole is
denoted by a +, and an unpaired electron by a b. s shows a bond.
The X̃2B2g has had an electron removed from the orbitals in the plane
perpendicular to the molecular plane, whereas the Ã2B2u state is formed
by removing an electron from the orbitals in the molecular plane.

Figure 3. Important vibrational modes involved in the dynamics of
the butatriene radical cation in the coupled X̃2B2g/Ã2B2u electronic states,
defined by the neutral ground-state normal modes calculated at the
equilibrium D2h geometry. Q5 is the coupling mode with Au symmetry
and is related to the torsional motion. The remaining four modes are
totally symmetric vibrations. Of particular importance is Q14, the
symmetric vibration of the central C-C bond.
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for the coupling constants κ and λ are only nonzero if the
symmetry product of the electronic wave functions φi and φj
and the nuclear coordinate, QR, contain the totally symmetric
irreducible representation:

Thus to first order (linear vibronic coupling) only totally
symmetric coordinates appear on the diagonal, and only modes
of a particular symmetry appear on the off-diagonal.
In the butatriene radical cation, at the neutral ground-state

equilibrium geometry the electronic states of interest are X̃2B2g
and Ã2B2u. Given that the point group at this geometry is D2h,
the model complete to first order includes five degrees of
freedom. These are the four totally symmetric vibrational modes,
ν8, ν12, ν14, and ν15, which provide the on-diagonal terms, and
the one vibrational mode with Au symmetry, ν5, which provides
the off-diagonal coupling. All other nuclear coordinates couple
only to second order with bilinear and quadratic terms, which
have been shown to be small in butatriene.16 Neglecting these
higher order terms, the potential energy surface for these 13
modes is simply the zero-order Hamiltonian, the sum of the
neutral ground-state harmonic functions. On excitation, these
modes are thus not excited and play no role in the initial
molecular dynamics. In general, it is found that these weak
second-order terms play a role at longer times, typically after a
few hundred femtoseconds, by providing a bath into which the
energy slowly flows, causing the wave packet to spread out
and dephase.
A more realistic model for the dynamics is obtained if the

coupling mode is taken as the dihedral angle, θ. The transfor-
mation from the normal mode coordinate to the torsion angle
is

where r0 is the distance from the hydrogen atom, which has
mass mH, to the carbon-carbon axis, and ω5 is the frequency
of the neutral ground-state normal vibration. The kinetic energy
operator for this degree of freedom in eq 9 is then transformed

where the moment of inertia around the torsion angle is I )
2mHr02. The zero-order potential in eq 8 is also replaced by the
trigonometric series

and the linear intrastate coupling by the term

The parameters for this model evaluated previously16 result
in a spectrum in very good agreement with the experimental
one. In particular, the intensity and structure between the
expected bands due to the breakdown of the Born-Oppenheimer
approximation is reproduced very well. The neglect of the other
modes in this process is thus justified. In this work, the model
potential energy surface must match as closely as possible the
potentials used in the direct dynamics to allow a comparison
of the two methods. The parameters were thus reevaluated by
fitting to energies calculated at the CAS(5,6)/3-21G* level at a

range of geometries. The root mean-square deviation (RMSD)
between the model and quantum chemistry values was 0.06 eV
over 106 points. These parameters are listed in Table 1.
2.3. Critical Points and Vectors. A dynamical process is

dependent on the topology of the potential energy surface
traversed, and its description can be made using critical points
and vectors on the surface. The obvious coordinate system in
which to work are the dynamical variables of the model
Hamiltonian presented above. These are a reduced set of nuclear
coordinates that can describe the major features of the nuclear
dynamics in terms of the molecular motion, and comprise the
torsional angle and the four symmetric neutral ground-state
normal-mode coordinates. To define points (or other vectors)
on the surfaces, we will use the vector with components

where Qi are the dimensionless normal-mode coordinates
introduced in the last section, associated with the vibration νi
of the neutral species, and θ the torsion angle in degrees. These
are shown in Figure 3. To connect to the molecule, results will
also be given in terms of the geometrical parameters shown in
Figure 1. The critical points are shown graphically in Figure 4.
The first point of interest is the Franck-Condon point, QFC,

the center of the initial wave packet. The vector of force away

Γi X ΓR X Γj ⊃ Ag (10)

Q5f r0"ω5mHθ (11)

-
ω5

2
∂2

∂Q5
2f - 1

2I
∂2

∂θ2
(12)

ω5

2
Q5

2f∑
n
An sin

2(nθ) (13)

λ5Q5f λ5r0"ω5mH sin θ (14)

TABLE 1: Parameters Used in the Vibronic Coupling
Model Hamiltoniana

mode ω κ(1) κ(2)

Q8(1Ag) 0.1117 -0.0456 -0.0393
Q12(2Ag) 0.2021 0.0399 0.0463
Q14(3Ag) 0.2723 -0.2139 0.2877
Q15(4Ag) 0.4102 -0.0864 -0.1352
θ(Au) An λ ) 0.3289
n ) 1 1.4823
n ) 2 -0.2191
n ) 3 0.0525
n ) 4 -0.0118

E1 ) 8.5037 E2 ) 9.4523
a The coordinates are the neutral ground-state totally symmetric

normal modes and the torsion angle. See section 2.2 for details. For
comparison with earlier work16 values are in eV.

Figure 4. Potential energy surfaces for the X̃2B2g/Ã2B2u states of the
butatriene radical cation in the space of the symmetric stretch vibration,
Q14, and the torsional mode, θ, as given by the linear vibronic coupling
model Hamiltonian. The upper cone belongs to the Ã, and the lower
sheet the X̃ adiabatic electronic state. Critical points are marked: FC
is the Franck-Condon point, CoIn the lowest energy point on the
conical intersection seam, Amin and Xmin the minima on the two surfaces,
and TS the transition state point.

Q ) (θ, Q8, Q12, Q14, Q15) (15)

624 J. Phys. Chem. A, Vol. 107, No. 5, 2003 Worth et al.

here; the periodicity of the coupling does not allow this. As
will be seen, however, this region of space is hardly touched
by the evolving wave packet and this region plays a minor role
in the dynamics, negligible at short times.
3.2. Molecular Dynamics through the Intersection. For the

direct dynamics calculations, 80 trajectories were generated,
using points sampled on the neutral ground-state for the initial
conditions and starting the propagation on the Ã state. Each
trajectory was propagated for 100 fs and took about 10 h on an
IBM SP2 machine.
Figure 5 shows the rate of population transfer between the

adiabatic states after the excitation. Values were calculated every
5 fs. The population at time t ) 0 is not 1.0 as the excitation
(electron removal) was taken as a diabatic process, and so the
X̃ adiabatic state is also populated directly to a small extent.
The direct dynamics results have been normalized to match the
quantum dynamics adiabatic Ã population at t ) 0. The transfer
is obviously very fast, which is due to the fact that the conical
intersection lies close to the Franck-Condon point and is
reached almost immediately after excitation. The efficiency of
the transfer is such that after 20 fs the wave packet calculations
(dashed line) indicate that less than 10% is left in the upper
state. Recurrences are then seen at 50 and 100 fs, where an
appreciable recrossing to the upper state takes place. Such
recurrences are due to the coherent nature of the interstate
crossing. As will be seen in more detail later, the quantum wave
packet is not immediately dispersed throughout phase space after
going through the intersection, but periodically regroups back
in the crossing region. Eventually, this coherence will be lost,
and the recurrences die out.
The surface hopping of the direct dynamics calculations also

show that the transfer is extremely fast, and the initial rate of
transfer matches the quantum calculations very well. Population
in this case is simply the percentage of trajectories associated
with a particular state, and so over half the trajectories undergo
a hop to the lower state within 10 fs. A small recrossing then
occurs due to hopping between the states while the trajectories
are still in the crossing region, before the population of the upper
state stabilizes at around 15%. No significant recurrence is seen
at 50 or 100 fs. The behavior of the semiclassical trajectories is
reflected in the number of hops per unit time in both directions,
shown in Figure 6. Hopping down starts after 2 fs, and hopping
up after 8 fs. After 30 fs the transfer is effectively finished and
the trajectories have moved away from the crossing region. After

this only occasional hops occur when a trajectory finds its way
back to the intersection.
On examining the trajectories, a number of distinct patterns

are seen to occur. Examples are shown in Figure 7. The
trajectories are plotted here in the space of the θ and Q14
coordinates as a single line with the starting point at the black
triangle. The plot thus shows the configurations covered in this
space, which is related to the derivative coupling and gradient
difference vectors. In addition, information is given on the
electronic state occupied during the time evolution. When the
system is in the upper electronic adiabatic state, the trajectory
is a dashed line, whereas when it has switched to the lower
state the trajectory is a full line. As the majority of the time is
spent in the lower adiabatic state, the lower potential energy
surface is shown as a contour plot. Full circles, b, show where
a hop down occurs, and open circles, O, denote a hop up. For
example, (a) shows a trajectory that starts close to the Franck-
Condon point at (0, 0). It evolves initially on the upper surface
along Q14 in a negative direction until a hop down onto the
lower surface occurs at the black circle. This point is close to
the conical intersection, which lies at the point (θ, Q14) ) (0.0,
-1.9). After this time, the trajectory explores the double minima
of the lower surface.
All the trajectories approach the crossing region within a few

femtoseconds. Of the 80 trajectories, 39 cross to the lower state
directly with a single hop and then explore the lower surface,
as shown in (a). In a different class, 30 trajectories undergo a
double hop while traversing the crossing region, shown in (c).
This is due to the sloped nature of the intersection, so that the
trajectory crosses to the lower surface and then travels up the
repulsive wall. This forces it to return to the crossing region
where it crosses back to the upper state. After a short time it
then returns to the lower state and moves away from the
intersection. Five trajectories undergo multiple crossings while
in this region, and an example of this is shown in Figure 7d.
Finally, six trajectories do not cross at all, and remain trapped
on the upper surface.
After crossing to the lower state, the trajectories explore the

minima. In eight cases after a number of vibrations on the lower
surface, the trajectory finds its way back to the intersection and
crosses back up, and then down again. This is exemplified in
Figure 7b. Five further trajectories also cross back to the upper
surface after a long excursion on the lower one, but do this via
the D2d Jahn-Teller intersection at θ ) 90°. An example of

Figure 5. Population of the upper, Ã2B2u, adiabatic state of the
butatriene radical cation after the removal of an electron from the neutral
ground state. Full line: results from 80 direct dynamics trajectories
with surface hopping. The initial population of 0.84 is the magnitude
of the adiabatic component in the initial diabatic wave packet. Dashed
line: results from wave packet dynamics on a five-mode model.

Figure 6. Total number of hops between states in a set of 80 trajectories
over the coupled potential energy surface of the X̃2B2g/Ã2B2u states of
the butatriene radical cation as a function of time. The hops are collected
in 1 fs bins. The upper boxes show the hops down from the upper
state (left-hand axis), and the lower boxes the hops up from the lower
state (right-hand axis).
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III. MODEL SYSTEM

A. Salicylaldimine

As a model system we have chosen the intramolecular
ground-state proton transfer reaction in salicylaldimine due to
its simplicity: the planar structure of the phenol ring imposes
certain constraints on the modes directly involved into the
reaction. Theoretical studies on salicylaldimine intramolecular
hydrogen bonding dynamics30 and excited-state proton trans-
fer reactions of its substituted derivatives (such as salicylidene
methylamine)31–33 have previously been performed due to the
fundamental interest in weak H-bond dynamics in the first
instance and potential of applying aromatic Schi↵ bases as
molecular photo-switches in the latter instance. As our purpose
is to assess the accuracy and e�ciency of the direct quantum
dynamics method and not to obtain quantitative results, the
Hartree-Fock method together with the 6-31G* basis set was
used to perform PES calculations.

Transition state (TS) optimization of the proton transfer
step as well as subsequent frequency calculations was done
with the Gaussian03 software.34 The TS structure was then
slightly perturbed along the transition mode in both directions,
and reactant and product geometries were subsequently opti-
mized. Intrinsic reaction coordinate calculations were also per-
formed to verify that the TS connects the relevant minima. The
two minima are represented by the enol and keto tautomers,
with the enol conformation being more stable. The correspond-
ing activation energies are 0.39 eV and 0.22 eV (see Fig. 1).

B. Model Hamiltonian, PES fitting

In DD-vMCG, direct dynamics can be performed in Carte-
sian or normal mode coordinates. In order to assess the
accuracy of the DD-vMCG method, conventional quantum
dynamics calculations need to be performed on a reduced-
dimensional PES. In the absence of large-amplitude motions,
it is straightforward to fit the reaction path surface in terms
of a subset of normal modes, evaluated at the TS geometry.
One can then perform direct dynamics calculations in the same
space of normal modes, making comparison between methods
straightforward. This choice of coordinates also simplifies the

FIG. 1. Intrinsic reaction coordinate profile for salicylaldimine proton trans-
fer with the enol and keto minimum structures presented. Carbon atoms are
labelled with yellow, nitrogen with blue, and oxygen with red color.

model Hamiltonian construction, as the kinetic energy operator
has a simple separable form T̂ =

P
j � 1

2m j

@2

@Q2
j

and one only
has to worry about the potential energy operator. In the current
work we have adopted this approach.

In order to select a reasonable subset out of the 42 normal
modes that would reproduce the reaction PES as accurately as
possible, both reaction minima geometries were expressed in
terms of the TS normal modes and modes picked that had the
largest contributions to the TS-to-minima transitions. There
were 11 such modes for the enol and 12 modes for the keto
configuration, with 10 modes being shared by both minima. We
therefore selected all of those 13 modes: ⌫1,⌫5,⌫7,⌫9,⌫10,⌫11,
⌫13,⌫16,⌫22,⌫23,⌫24,⌫32, and ⌫36 (see Fig. 2), with all of them
bearing planar symmetry and with the remaining 29 modes
having negligible contributions into the reaction pathway. ⌫1
represents the transition mode, describing the proton move-
ment from the TS to either nitrogen or oxygen atom; mode
⌫36 represents the in-plane proton movement perpendicular to
the transition mode, while other modes are more complex and
usually involve distortions both in the ring and in the proton
transfer chain.

The PES was then fitted to the 1D, diagonal 2D, and a
few suitably chosen multi-dimensional cuts in a least-squares
quadratic way using a Taylor series expression of the poten-
tial energy operator in terms of the 13-dimensionless, mass-
frequency scaled normal modes described above, expanded
around the TS geometry up to fourth-order,

V (Q) = V (Q0) +
NX

↵

↵Q↵ +
1
2

NX

↵

!↵Q2
↵

+
1
2

NX

↵,�

�↵�Q↵Q� +
1
6

NX

↵�

✏↵�Q↵Q2
�

+
1

24

NX

↵�

(◆↵�Q2
↵Q2

� + ⌘↵�Q↵Q3
�), (17)

where Q’s indicate values of the normal modes displaced from
the TS geometry, !↵ is a normal mode harmonic frequency,
and ↵,�↵�, ✏↵�, ◆↵�, and ⌘↵� are the expansion coe�cients
serving as fitting parameters. As indicated in the above expres-
sion, the modes were coupled in a pair-wise fashion only,
with all the modes being coupled to ⌫1, and ⌫10,⌫11,⌫13,⌫32,
and ⌫36 being also coupled to each other in pairs. While it
is possible that higher-order couplings may be important for
proton-transfer, we note that high-order terms often lead to an
undesirable behaviour of the model multi-dimensional poten-
tial away from the minima, which is hard to fit. In the case of
the salicylaldimine proton transfer the present low-order model
seems to capture the major dynamics, as shown by the very
similar results obtained with direct dynamics in Sec. IV which
includes all couplings implicitly.

All the parameters were determined by minimizing the
root mean square deviation (RMSD) of the adiabatic ground-
state energies obtained at di↵erent nuclear geometries. The
fitting was done step-wise: first, single-mode linear, quadratic,
cubic, and quartic (except for ⌫36) terms were fitted to the 1D
surface cuts. Then, two-mode coupling terms up to fourth order
were fitted to the diagonal 2D cuts of the potential surface
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(a) (b)

(d)(c)

FIG. 4. Flux through the potential barrier for the proton transfer isomerisation of salicylaldimine in a 2D (⌫1⌫36) model calculated at di↵erent levels of
approximation for the nuclear wavepacket (green, blue, magenta) against the full quantum dynamics result (red). (a) vMCG with 16 GWPs using 4th order
integrals (green). (b) vMCG with 32 GWPs using LHA (blue). (c) vMCG with 32 GWPs using LHA and adjusted widths (blue). (d) DD-vMCG with 32 GWPs
using adjusted widths (magenta).

(see Fig. 5(a)) are nearly identical, causing the corresponding
fluxes to be very similar. We therefore make a conclusion that
the DD-vMCG result is more accurate, and this case vividly
shows the benefit of the direct dynamics.

B. 6D propagation

For the 6D case, apart from ⌫1 and ⌫36, we have selected
four more normal modes, three of which (⌫10, ⌫11, and ⌫13)

play the most important role in the TS-to-minima transition
and one, ⌫32, proved to be important during the PES fitting.
All of the newly added normal modes were positioned at their
TS geometry prior to the propagation start. vMCG calcula-
tions using the 4th order integrals converged to the MCTDH
results for 96 GWPs (see Fig. 6, green and red lines), with
the di↵erence between the 64 GWP and 96 GWP runs being
very minor, and 32 GWP run giving qualitatively correct result.
One can see that the flux is much smoother for the 6D case, as

(a) (b)

FIG. 5. Two-dimensional model (blue and magenta) and exact (obtained from the DD-vMCG calculations, red and green) potential energy surfaces for (a) ⌫1⌫5
and (b) ⌫1⌫36 pairs of normal modes.
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III. MODEL SYSTEM

A. Salicylaldimine

As a model system we have chosen the intramolecular
ground-state proton transfer reaction in salicylaldimine due to
its simplicity: the planar structure of the phenol ring imposes
certain constraints on the modes directly involved into the
reaction. Theoretical studies on salicylaldimine intramolecular
hydrogen bonding dynamics30 and excited-state proton trans-
fer reactions of its substituted derivatives (such as salicylidene
methylamine)31–33 have previously been performed due to the
fundamental interest in weak H-bond dynamics in the first
instance and potential of applying aromatic Schi↵ bases as
molecular photo-switches in the latter instance. As our purpose
is to assess the accuracy and e�ciency of the direct quantum
dynamics method and not to obtain quantitative results, the
Hartree-Fock method together with the 6-31G* basis set was
used to perform PES calculations.

Transition state (TS) optimization of the proton transfer
step as well as subsequent frequency calculations was done
with the Gaussian03 software.34 The TS structure was then
slightly perturbed along the transition mode in both directions,
and reactant and product geometries were subsequently opti-
mized. Intrinsic reaction coordinate calculations were also per-
formed to verify that the TS connects the relevant minima. The
two minima are represented by the enol and keto tautomers,
with the enol conformation being more stable. The correspond-
ing activation energies are 0.39 eV and 0.22 eV (see Fig. 1).

B. Model Hamiltonian, PES fitting

In DD-vMCG, direct dynamics can be performed in Carte-
sian or normal mode coordinates. In order to assess the
accuracy of the DD-vMCG method, conventional quantum
dynamics calculations need to be performed on a reduced-
dimensional PES. In the absence of large-amplitude motions,
it is straightforward to fit the reaction path surface in terms
of a subset of normal modes, evaluated at the TS geometry.
One can then perform direct dynamics calculations in the same
space of normal modes, making comparison between methods
straightforward. This choice of coordinates also simplifies the

FIG. 1. Intrinsic reaction coordinate profile for salicylaldimine proton trans-
fer with the enol and keto minimum structures presented. Carbon atoms are
labelled with yellow, nitrogen with blue, and oxygen with red color.

model Hamiltonian construction, as the kinetic energy operator
has a simple separable form T̂ =

P
j � 1

2m j

@2

@Q2
j

and one only
has to worry about the potential energy operator. In the current
work we have adopted this approach.

In order to select a reasonable subset out of the 42 normal
modes that would reproduce the reaction PES as accurately as
possible, both reaction minima geometries were expressed in
terms of the TS normal modes and modes picked that had the
largest contributions to the TS-to-minima transitions. There
were 11 such modes for the enol and 12 modes for the keto
configuration, with 10 modes being shared by both minima. We
therefore selected all of those 13 modes: ⌫1,⌫5,⌫7,⌫9,⌫10,⌫11,
⌫13,⌫16,⌫22,⌫23,⌫24,⌫32, and ⌫36 (see Fig. 2), with all of them
bearing planar symmetry and with the remaining 29 modes
having negligible contributions into the reaction pathway. ⌫1
represents the transition mode, describing the proton move-
ment from the TS to either nitrogen or oxygen atom; mode
⌫36 represents the in-plane proton movement perpendicular to
the transition mode, while other modes are more complex and
usually involve distortions both in the ring and in the proton
transfer chain.

The PES was then fitted to the 1D, diagonal 2D, and a
few suitably chosen multi-dimensional cuts in a least-squares
quadratic way using a Taylor series expression of the poten-
tial energy operator in terms of the 13-dimensionless, mass-
frequency scaled normal modes described above, expanded
around the TS geometry up to fourth-order,

V (Q) = V (Q0) +
NX

↵

↵Q↵ +
1
2

NX

↵

!↵Q2
↵

+
1
2

NX

↵,�

�↵�Q↵Q� +
1
6

NX

↵�

✏↵�Q↵Q2
�

+
1

24

NX

↵�

(◆↵�Q2
↵Q2

� + ⌘↵�Q↵Q3
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where Q’s indicate values of the normal modes displaced from
the TS geometry, !↵ is a normal mode harmonic frequency,
and ↵,�↵�, ✏↵�, ◆↵�, and ⌘↵� are the expansion coe�cients
serving as fitting parameters. As indicated in the above expres-
sion, the modes were coupled in a pair-wise fashion only,
with all the modes being coupled to ⌫1, and ⌫10,⌫11,⌫13,⌫32,
and ⌫36 being also coupled to each other in pairs. While it
is possible that higher-order couplings may be important for
proton-transfer, we note that high-order terms often lead to an
undesirable behaviour of the model multi-dimensional poten-
tial away from the minima, which is hard to fit. In the case of
the salicylaldimine proton transfer the present low-order model
seems to capture the major dynamics, as shown by the very
similar results obtained with direct dynamics in Sec. IV which
includes all couplings implicitly.

All the parameters were determined by minimizing the
root mean square deviation (RMSD) of the adiabatic ground-
state energies obtained at di↵erent nuclear geometries. The
fitting was done step-wise: first, single-mode linear, quadratic,
cubic, and quartic (except for ⌫36) terms were fitted to the 1D
surface cuts. Then, two-mode coupling terms up to fourth order
were fitted to the diagonal 2D cuts of the potential surface
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FIG. 6. Flux through the potential barrier for the proton transfer isomeri-
sation of salicylaldimine in a 6D model calculated at di↵erent levels of
approximation for the nuclear wavepacket (vMCG using 4th order integrals
(96 GWPs)-green, vMCG with the use of LHA (128 GWPs)-blue, and DD-
vMCG (128 GWPs)-magenta) against the full quantum dynamics result (red).

compared to the 2D run, with fewer minima and maxima over
the first 100 fs of propagation, indicating a considerable e↵ect
of intramolecular vibrational energy redistribution caused by
inclusion of additional dynamical modes.

vMCG calculations with the use of LHA also gave quali-
tatively correct but rather noisy result already for 32 GWPs,
while a steady improvement was observed for 64, 96, and
128 GWPs, with the latter being very close to the MCTDH
results (see Fig. 6, blue line). As briefly mentioned above, the
optimal width parameter for mode ⌫1 seems to slightly depend
on the number of GWPs used, although this dependence is
alleviated compared to the 2D case, so that the 96 GWP run
gave very similar results for both width parameter values of
0.25 and 0.3, while the 128 GWP run results were much
more noisy if the value of 0.25 was used. At the same time,
adjustment of the width parameter for mode ⌫36 did not seem
to have any significant e↵ect on the flux plot and could have
been left to a default value to obtain the same results.

We therefore observe the following pattern: the vMCG
results depend on the GWPs width parameters, but this depen-
dency is also related to the number of the GWPs used in prop-
agation, with this relation being lifted with the increase of the
dynamical degrees of freedom. Also, depending on the mode,
the width-dependency may be lifted itself with the growth of
the number of degrees of freedom, as observed here in the case
of ⌫36.

The DD-vMCG propagation (see Fig. 6, magenta line)
seemed to be more sensitive to the choice of the ⌫1 width
parameter already for the 96 GWP run with the width value
of 0.3 necessary to obtain a reasonable flux. Here, we can also
speak about reaching convergence somewhere between 96 and
128 GWPs, with qualitatively correct results given by the lower
numbers of basis functions. Interestingly, the DD-vMCG flux
picture is closer to the results obtained on the fitted PES for
the 6D case: with the initial trough being reproduced exactly,
the first peak not being present, and the following peaks and
troughs being reproduced at nearly the same time frames, hav-
ing only slightly di↵erent shapes. It is most probably caused
due to the e↵ect of the new included degrees of freedom,

which were fitted better than ⌫36 and bringing therefore the
overall result to be closer to the one obtained on the model
surface.

C. 13D propagation

Finally, we performed the full 13D propagation, making
the remaining normal modes used for PES fitting active. Sur-
prisingly, vMCG with the use of 4th order integrals showed
the same (if not better) convergence pattern as in the 6D case,
with the 32 GWP run giving a very good result and reaching
convergence for 64 GWPs (see Fig. 7). The flux has now even
fewer minima and maxima, with the pronounced trough at the
very start of the propagation run, conserved in all the model
calculations, followed by a small peak immediately after, and
then fluctuating around zero until approximately the 65 fs,
when another, much smaller trough is being formed, again
followed by an even smaller peak. Apparently, after the initial
transition across the barrier and backwards, the wavepacket
is being dispersed in the manifold of molecular degrees of
freedom, with only a small portion coming back at a later time.
The 1D flux only reflects when the wavepacket patches move
across the barrier along the ⌫1 mode, without showing how
the wavepacket evolves outside of that subspace, which may
explain why we get comparable or even quicker convergence
than for the 6D run.

LHA-vMCG calculations done on a fitted surface also
converged well to the MCTDH results for already 96 GWPs
(see Fig. 7). Small variations in width parameters a↵ect the
result minimally even for the 128 GWP run. Taking into ac-
count convergence of the vMCG on the model surface and for
the sake of time, we performed the DD-vMCG calculations
with only up to 96 GWPs. It must be noted that direct dy-
namics results were still more sensitive to the width parameter
values than those obtained on a model surface. For the 13D
problem the di↵erences between the fluxes calculated at the
model and exact potentials are very minor, with only the last
trough and peak being, again, slightly “delayed” on the exact
potential.

FIG. 7. Flux through the potential barrier for the proton transfer isomeri-
sation of salicylaldimine in a 13D model calculated at di↵erent levels of
approximation for the nuclear wavepacket (vMCG using 4th order integrals
(64 GWPs) - green, vMCG with the use of LHA (96 GWPs) - blue, DD-
vMCG (96 GWPs) - magenta) against the full quantum dynamics result (red).
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