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“Our equations for the Sun, for example, as a ball of hydrogen gas, describe a Sun without 
sunspots, without the rice-grain structure of the surface, without prominences, without coronas. 

Yet, all of these are really in the equations; we just haven't found the way to get them out.” 

R. P. Feynman lectures on physics, Chap. 41-12 (1964)
[Williams et al, ApJ 2020] 
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Motivations
• The Sun is the closest astro system in a turbulent fluid MHD state  
• Observable regions with different plasma 𝛽 and B-field strengths 

• Solar convection zone (SCZ), corona 
• Active regions / quiet Sun 

• Typical SCZ parameters 
• Re = Linj urms / 𝜈 ~ 1010-1012   

• Rm = Linj urms / η ~ 106-1010  
• Pm = 𝜈 / η  ~10-6-10-2 

• E = 𝜈/(𝛺 R 2)  ~10-15  
• Ro ~ urms / (Linj 𝛺) down to 10-1  

• Best available astrophysical fluid dynamics lab 
• Turbulent convection, transport/diffusion, large/small-scale dynamo, rotation
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Solar supergranulation problem
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Rincon & Rieutord, Living Rev. Sol. Phys. 2018

MDI/SOHO

• Detected since 1954 as a flow pattern, using Doppler imaging 
• Light intensity imaging only shows smaller-scale granulation 

• Physical origin of SG long-debated

Pic du midi LJR refractor
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The Solar Dynamics Observatory (SDO)
• SDO monitors the Sun 365d / 24h with three instruments  

• Helioseismic and Magnetic Imager (HMI)  - Photosphere 

• AIA, EVE - Atmosphere, Corona                                                                   

• HMI provides full-disk light intensity, Doppler and magnetic maps 
• 40962 pix: 45 seconds time-sampling with 350 km2 resolution 

• All high-resolution data is public 
6
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The quiet photosphere
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• First goal: study the statistically steady turbulent surface flow 
• Use quiet observation periods with as few active regions as possible 

• Oct. 15th, 2010 (24h), Nov. 26 - Dec. 1 2018 (6 days uninterrupted) 



Raw white-light intensity data



Raw Doppler data



Raw magnetic data



• Granulation: 103 km, 𝜏 ~ 5 min

• Supergranulation: 3x104 km, 𝜏 ~ 24-48 h

Relevant dynamics well resolved

Δt = 45 s, Δx = 350 km, Tobs = 6 days
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horizontal range of scales in between supergranulation and gran-
ulation operate in a strongly anisotropic, self-similar, buoyant
dynamical regime. Connections between these results and ear-
lier work, as well as future perspectives, are discussed in Sect. 5.
The main text of the article is focused on results. The technical
details of the data processing and analysis are provided in the
two Appendices.

2. Observations

Our observational analysis is based on 24 h of uninterrupted
high-resolution white-light intensity and Doppler observations
of the entire solar disc by the HMI instrument aboard the SDO
satellite (Scherrer et al. 2012; Schou et al. 2012). The data was
obtained on October 8, 2010 starting at 14:00:00 UTC, one of
the quietest periods of solar activity since the launch of SDO.
Our analysis is distinct and independent of the recent studies by
Williams et al. (2014), Langfellner et al. (2015), Hathaway et al.
(2015), and both confirms and extends some of their results.

2.1. Data analysis

2.1.1. Velocity field reconstruction

Our first objective is to reconstruct the three components
(ur, u✓, u') of the photospheric vector velocity field in the an-
gular degree range 20 < ` < 850 from available observations. To
this end, we perform a coherent structure tracking analysis (CST,
Roudier et al. 2012) of photometric structures such as granules.
This technique provides us with the projection of the photo-
spheric velocity field (ux, uy) onto the plane of the sky/CCD ma-
trix (Fig. 1). We can then combine the results with Doppler data,
which provides the out-of-plane component uz of the velocity
field, to calculate the full vector velocity field at the surface in
solar spherical coordinates,

ur(✓,') = sin ✓ sin' ux

+ (cos ✓ cos B0 � sin ✓ cos' sin B0) uy
+ (sin ✓ cos' cos B0 + cos ✓ sin B0) uz, (1)

u✓(✓,') = cos ✓ sin' ux

� (cos ✓ cos' sin B0 + sin ✓ cos B0) uy
� (sin ✓ sin B0 � cos ✓ cos' cos B0) uz, (2)

u'(✓,') = cos' ux

+ sin' sin B0 uy
� sin' cos B0 uz, (3)

where B0 = 6.3� is the heliographic latitude of the central point
of the solar disc at the time of observation. The reduction and
filtering of the raw photometric and Doppler data required to
build a consistent data set for (ux, uy, uz) is described in detail in
Appendix A.

2.1.2. Spherical-harmonics analysis

The reconstructed vector field u(✓,') = (ur, u✓, u') is expanded
in terms of vector spherical harmonics as

u(✓,') =
X

`

X̀

m=�`
rm
` Rm

` (✓,') + sm
` Sm
` (✓,') + tm

` Tm
` (✓,'), (4)

where Rm
` = Ym

` er, Sm
` = R�rYm

` , and Tm
` = �R� ⇥ rYm

` .
The spectral coe�cients rm

` describe the radial flow component,
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Fig. 1. Coordinate systems used in the reconstruction of the 3D photo-
spheric velocity field.

and the coe�cients sm
` and tm

` describe the spheroidal (diver-
gent) and toroidal (vortical) parts of the horizontal flow com-
ponents, respectively. Global maps of the horizontal divergence
and radial vorticity at the surface are obtained by mapping back
�`(` + 1)sm

` /R� and `(` + 1)tm
` /R� to physical space. The corre-

sponding one-dimensional radial, spheroidal and toroidal energy
spectra are given by

Er(`) =
X̀

m=�`
|rm
` |2, (5)

ES(`) =
X̀

m=�`
` (` + 1) |sm

` |2, (6)

ET(`) =
X̀

m=�`
` (` + 1) |tm

` |2, (7)

respectively. The `(` + 1) prefactors in ES and ET result from
the definition of the spheroidal and toroidal vector spherical har-
monics basis vectors.

The technical aspects of the harmonic-transforms procedure
of SDO/HMI data are described in detail in Appendix B. Here, it
su�ces to mention that the data must first be apodized because
we only see one side of the Sun, and we must eliminate near-
limb regions where the CST analysis is not reliable. Besides, as
will be shown below, the radial component of the flow is very
weak and can only be tentatively determined using data close to
the disc center to limit contamination by the intrinsic algorithmic
noise of the CST in the deprojection process. We therefore use
an apodizing window with a 15� opening heliocentric angle from
the disc center to compute the spectra of the radial and line-of-
sight (Doppler) velocity fields, and a window with a 60� opening
angle to compute the spectra of the horizontal velocity field. The
general mathematical definition of these windows is provided in
Eq. (B.5).

2.2. Results

2.2.1. Velocity field maps

Figure 2 shows maps of the horizontal divergence field rh · uh
and vertical vorticity field er · (rh ⇥ uh) derived from a sin-
gle snapshot of the 30-min-averaged horizontal surface velocity
field (u✓, u') using the spherical-harmonics spheroidal-toroidal
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Fig. A.1. Spectral decomposition of the 24 hours sequence of SDO/HMI
Doppler images in the ` � ⌫ plane, showing the p-mode ridges and low-
frequency convective signal at low frequencies. The dashed line corre-
sponds to Eq. (A.11).

To remove these large-scale inhomogeneities, we proceeded
as for the CST data and simply filtered out the signal at spherical
harmonics ` < 20 in the spherical harmonics space thanks to
the interpolation and harmonic transform machinery described
in Sect. 3 and App. B below.

Appendix A.3.5: p-mode filtering in the ` � ⌫ plane

In order to filter out p-modes from the Doppler signal, we per-
formed a ` � ⌫ decomposition of 24 hours sequences of 586586
Doppler images and zeroed all the spectral coe�cients lying
above the limit curve

⌫c = 1.75 mHz
p
`(` + 1)/900 (A.11)

in that plane, before returning back to the time and spatial do-
mains. Figure A.1 shows the results of the spectral decomposi-
tion and the corresponding filtering limit curve.

Note that this plot compares very well to similar analyses
of SOHO/MDI data (Duvall Jr et al. 1997), and can therefore
also be viewed as a validation of the interpolation and harmonic
analysis machinery described in App. B.

Appendix B: Harmonic transforms of solar surface
fields

The aim of this appendix is to provide a detailed description and
technical analysis of the full harmonic transform procedure used
in our work, including the e↵ects of di↵erent apodizing win-
dows, normalization options and interpolation on the determi-
nation of harmonic spectra.

Appendix B.1: Interpolation on a Gauss-Legendre-Fourier

grid

Spherical harmonics transforms of scalar or vector fields (avail-
able as a discrete dataset on a cartesian grid) are most conve-
niently performed numerically using Gauss-Legendre quadra-
ture, coupled to a Fast Fourier Transform algorithm in the az-
imuthal direction. This kind of computation requires the knowl-
edge of the field on a 2D Gauss-Legendre-Fourier (GLF) grid of

size N✓ ⇥ N' of polar angles corresponding to Gauss nodes ✓n
(0 < ✓n < ⇡, 1  n  N✓) (Temme 2011), and equally-spaced
longitudes 'p = 2⇡p/N' (with 0  p < N'. By convention, we
take ' = 0 as the central meridian of the visible disk, ' = ⇡/2 as
the the eastern limb and ' = �⇡/2 as the western limb). How-
ever, all the fields analysed in the paper are originally given or
derived on a 5862 cartesian 2D grid extracted from the original
40962 SDO CCD (the reduced resolution corresponds to that of
the (x, y) velocity field inferred from the CST analysis). Hence,
interpolation of the fields from the original cartesian grid to a
GLF grid is a prerequisite to the harmonic transform.

To interpolate a given field, we first choose a spectral resolu-
tion (N✓,N') and compute the cartesian coordinates of the corre-
sponding GLF grid in the plane of the sky/CCD. We then use the
known values of the field on the original, regular cartesian grid
to interpolate its values at these coordinates. This interpolation
is carried out with the RectBivariateSpline function of the
python module scipy.interpolate.

A similar interpolation procedure is used to reproject physi-
cal fields manipulated in spectral space from the GLF grid to the
original cartesian “observation” grid. This inverse interpolation
is for instance required to obtain the spheroidal or toroidal part
of the velocity field, or the divergence of radial vorticity fields
on the cartesian grid.

Appendix B.2: Apodization and harmonic transforms

An apodizing window W(✓,') is applied to the data in order to
deal with the fact that we only see one side of the Sun at any
given time, and to eliminate near-limb regions where the CST
fields become unreliable due to projection e↵ects. Care must be
taken with the exact choice of this window, as its shape and ex-
tent can a↵ect the form, absolute and relative amplitudes of the
spectra of the various field components.

In order to estimate the actual spectral coe�cients  m
` of a

scalar field  based on its knowledge on a limited part of the
sphere, we use the estimator

 ̃m
` =

1
Nm
`

Z 2⇡

0

Z ⇡

0
 (✓,')W(✓,')Ym

`
⇤(✓,') sin ✓ d✓ d' (B.1)

(see Hathaway (1992) for a similar definition). The normaliza-
tion coe�cients Nm

` are obviously functionally dependent on the
apodizing window, and can be defined in various ways. Which
definition is most appropriate depends on the problem at hand,
and on several leakage and energetic considerations. The results
of a detailed technical analysis presented below in App. B.3
show that the most sensible choice for Nm

` for our problem,
as well as the easiest one to implement, is to use a precali-
brated (apodizing-window dependent) normalization factor in-
dependent of ` and m (the correctness, consistency and limita-
tions of this procedure are also discussed below).

The harmonic coe�cients of vector fields can be evaluated
similarly based on a vector harmonic transform. In practice, the
integral in the numerator of Eq. (B.1), or its generalization to
the vector case, are computed using the discrete datasets inter-
polated on the GLF grid. For this purpose, we use the python
interface of the SHTns library (Schae↵er 2013), which provides
an accurate, e�cient and versatile implementation of scalar or
vector spherical harmonics transforms up to very high spherical
angular degrees.

The tilde notation for the estimators of the spectral coe�-
cients inferred from our procedure is dropped in the text to sim-
plify the notations.
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where x = 1 � cos ⇢ and

⇢ = arcsin
q

sin2 ✓ sin2 ' + (cos ✓ cos B0 � sin ✓ cos' sin B0)2 ,

(A.7)

Since the 5862 velocity-field maps derived from the CST
have a 2.5 Mm spatial resolution, we then downsampled the
the 40962 Dopplergrams to 5862, keeping only one point out of
seven in each direction, and averaged over 30-min periods to ob-
tain an e↵ective sequence of maps of uz, with the same spatial
and temporal resolution as that of the (ux, uy) maps derived from
CST.

Appendix A.2: Noise analysis and `-⌫ filtering

While the raw CST signal is not sensitive to solar oscillations
or granulation, it is contaminated by an undesirable intrinsic al-
gorithmic noise which can to some extent be removed via `-⌫
filtering using the harmonic-transform machinery described in
App. B. The `-⌫ diagram of the x-component of the raw CST ve-
locity field computed from 24 hours of data is shown in Fig. A.1
(top – the y-component behaves similarly). The main signal (red
bump) is contaminated by a white-noise-in-time component in
the form of a vertical white stripe. To remove this noise, we fil-
tered out all the data at frequencies larger than that given by the
filtering envelope (also shown in the figure):

⌫c(`) = 0.085 ` e�1/3 (`/300)3
/(300 e�1/3) mHz . (A.8)

The `-⌫ diagram of the raw Doppler signal for ⌫ < 0.25 mHz,
also computed from 24 hours of data, is shown in Fig. A.1 (bot-
tom ; the high-frequency part, not shown here, contains the usual
p-mode ridges). The spectral support of the turbulent Doppler
signal appears to be somewhat di↵erent from that of the CST. In
particular, there is a fairly large, relatively high-frequency com-
ponent in the 300 < ` < 800 range (in white in the figure),
which we attribute to the large-scale spectral tail of granulation
and which is not captured by the CST.

The presence of this extra signal component in the Doppler
data but not in the CST implies that the two raw signals can-
not naively be mixed in the 3D-velocity-field reconstruction in
Eqs. (1)-(3), as this would lead to spurious cross-talk between
the di↵erent field components. The most consistent way to pro-
ceed in our view is, therefore, to apply the same `-⌫ filtering en-
velope (A.8) to both Doppler and CST fields. While it is imper-
fect and does not totally remove the granulation tail contribution
from the large-scale signal, this procedure focuses the analysis
on large-scale motions inferred from the CST, limits the risk of
cross-analysing signals of di↵erent physical origin, and makes
it possible to extract the weak supergranulation-scale ur signal
from the Doppler data out of the strong large-scale tail of the sur-
face granulation dynamics. This filtering also entirely removes
the solar oscillation signal from the Doppler data.

Finally, we found it necessary to discard the residual sig-
nal in the spherical harmonics ` < 20 because of the presence
of significant instrumental systematics in the 2010 SDO data
(private communication by Couvidat, Scherrer, Schou, see also
Hathaway et al. 2015).
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Fig. A.1. Distribution of power in the `-⌫ plane for a 24 hours sequence
of ux signal derived from the CST (top) and SDO/HMI Doppler signal
(bottom). The dashed line marks the filtering envelope (A.8). The color
scale from blue to red is identical on both plots and extends over five
orders of magnitude.

Appendix B: Harmonic-analysis technique

Appendix B.1: Harmonic transforms and spectra

Any su�ciently smooth scalar field  (✓,') on the sphere can be
expanded in terms of spherical harmonics as

 (✓,') =
X

`

X̀

m=�`
 m
` Ym

` (✓,') , (B.1)

where Ym
` is the orthonormalized spherical harmonic of degree `

and azimuthal wavenumber m, and

 m
` =

Z 2⇡

0

Z ⇡

0
 (✓,')Ym

`
⇤(✓,') sin ✓ d✓ d' . (B.2)

The one-dimensional energy spectrum of  is defined as

E (`) =
X̀

m=�`
| m
` |2. (B.3)

This decomposition can be generalized to vector fields, as ex-
plained in the main article, see Eq. (4). The rest of this Appendix
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where x = 1 � cos ⇢ and

⇢ = arcsin
q

sin2 ✓ sin2 ' + (cos ✓ cos B0 � sin ✓ cos' sin B0)2 ,

(A.7)

Since the 5862 velocity-field maps derived from the CST
have a 2.5 Mm spatial resolution, we then downsampled the
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it possible to extract the weak supergranulation-scale ur signal
from the Doppler data out of the strong large-scale tail of the sur-
face granulation dynamics. This filtering also entirely removes
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of ux signal derived from the CST (top) and SDO/HMI Doppler signal
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scale from blue to red is identical on both plots and extends over five
orders of magnitude.

Appendix B: Harmonic-analysis technique

Appendix B.1: Harmonic transforms and spectra
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Velocity-field inference
• In-plane eulerian velocity field (ux,uy) 

• Derived from Coherent Structure Tracking (CST) of 
granule motions 

• Δx = 2500 km, Δt = 15-30 min 

• Out-of-plane Eulerian velocity field uz 
• Derived from Doppler measurements 
• Raw resolution Δx = 350 km, Δt = 45 s 

• Reduction of final data 

• Harmonize resolution Δx = 2500 km, Δt = 15-30 min 

• Project on Gauss-Legendre-Fourier grid 

• 𝓁-𝜈 filter (removal of 5-min p-modes) 

• Transform (ux,uy,uz) to (ur,u𝜃,u𝜑)
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Local velocity field snapshot
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Fig. 3. Local map at the disc center of the 24h-averaged radial (color
contours) and horizontal spheroidal flow components (arrow field).

typical rms flow velocity of 400 m s�1. The rms radial flow
is 20�30 m s�1 at ` ⇠ 120. The spectra of the di↵erent flow
components behave di↵erently for ` > 120: the spheroidal
ES(`) and radial Er(`) spectra respectively decay and increase
with decreasing scale, while the toroidal spectrum ET(`) is al-
most flat. The exact shapes of the weaker and noisier Er(`) and
ET(`) are moderately sensitive to the processing and averaging
of the data, but the general trend described here is robust (as
explained in Appendix A.2, it is very di�cult to separate the
Doppler contributions of the large-scale spectral tail of granula-
tion from those of the radial component of the large-scale mo-
tions otherwise detected by the CST. Consequently, and while
we did our best to remove the large-scale contribution of gran-
ulation from the Doppler data, our results for Er(`) in the range
120 < ` < 500 still probably slightly overestimate the actual
amplitude of the radial component of flows not associated with
granulation. We also find that Er(`) lies somewhere between `1/2
and ` power laws, depending on the exact filtering procedure ap-
plied to the Doppler signal). The spectral fallo↵ at ` > 500 is
due to the intrinsic 2.5–5 Mm CST spatial resolution down to
which the vector-field reconstruction was performed. The di↵er-
ent power laws that these apparently self-similar spectra follow
for ` < 500 will be discussed in Sects. 3.3 and 4.3.

2.2.3. Vertical correlation scale

Finally, we estimate the typical vertical correlation scale �r of
these subsonic flows as a function of horizontal scale �h = 2⇡/kh
(or of the angular degree ` = khR�). This can be obtained from
the mass conservation relation
uh

�h
⇠ ur

�r
, (8)

where uh and ur are the horizontal and vertical velocity fluctu-
ations (because the medium is stratified, here �r serves as an
a priori proxy notation for either the radial wavelength of the
perturbations or the local density scale height, whichever one is
smaller). We therefore define

�r(`) =
2⇡R�
`

s
Er(`)
ES(`)

, (9)

and plot this quantity in Fig. 4 (inset) for 30 < ` < 500. Re-
markably, the typical vertical correlation scale does not vary

Fig. 4. Spherical-harmonics energy spectra (see Eqs. (5)–(7)) of maps
of the 30-min-averaged (top) velocity field derived from the joint CST-
Doppler analysis. The thin lines indicate di↵erent possible spectral
slopes (see Sect. 3). Vertical dashed line: ` = 120. Inset: vertical scale
estimate.

significantly in the range 120 < ` < 500 ([9, 35] Mm), that is
�r ⇠ [2.5, 4] Mm. Considering the uncertainties in the determi-
nation of Er discussed in Sect. 2.2.2, this scale estimate should
probably be considered as an upper bound rather than as an ex-
act value. Overall, this scale appears to be comparable with the
density scale height H⇢ ' [1, 2] Mm below the surface, but is
somewhat deeper than the granulation thermal boundary layer
(Nordlund et al. 2009).

2.3. Main conclusions

The observational analysis presented above leads us to the fol-
lowing conclusions.

(i) The flow in the range 120 < ` < 500 is characterized by
divergent (convergent) horizontal flows correlated with up-
flows (downflows). This predominantly cell-like morphol-
ogy of the flow suggests that the dynamics in that range of
scales is dominated by buoyancy forces.

(ii) The ratio of uh to ur suggests that motions are strongly
anisotropic (�r ⌧ �h) and strongly feel the e↵ects of stratifi-
cation, with the vertical correlation scale of order the density
scale height.

(iii) The significant energy content of horizontal motions and
their spectral break at the supergranulation scale, followed
by the apparent power-law decay of their spectrum at smaller
horizontal scales, suggest that supergranulation corresponds
to the largest buoyancy-driven scale of the system, below
which some form of nonlinear cascade takes place.

3. Theoretical considerations

Let us now attempt a theory of anisotropic turbulent convec-
tion that could explain these observations. As argued by Rincon
(2007), a good starting point is the Bolgiano-Obukhov (BO59,
see Oboukhov 1959; Bolgiano 1962) phenomenology, which is
based on the following assumptions: (i) a constant spectral flux
of buoyancy fluctuations follows from the temperature/energy
equation; (ii) a balance between the inertial and buoyancy terms
in the momentum equation; and (iii) isotropy of motions. BO59

A69, page 4 of 10

Supergranulation: 3x104 km, 𝜏 ~ 24-48 h, uh ~ 400 m/s, uv < 30 m/s
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Spheroidal component  
(horizontal divergences)
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F. Rincon et al.: Observations vs. convection theory of supergranulation and multiscale flows in the solar photosphere
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Fig. 2. a) Left: quasi-full-disc map of the horizontal divergence �`(`+1)sm
` /R� (color contours) of the 30-min-averaged horizontal surface velocity

field at 14:00:00 UTC, apodized beyond 60� from the disc center. Right: local map at the disc center of the divergence field convolved by horizontal-
flow Lagrangian trajectories using a line-integral convolution visualization technique. The map in the right panel is a zoom on the square patch
in the left panel. b) Left: quasi-full-disc map of the vertical vorticity `(` + 1)tm

` /R� (color contours) of the 30-min-averaged horizontal surface
velocity field at 14:00:00 UTC, apodized beyond 60� from the disc center. Right: local map at the disc center of the same vorticity field convolved
by Lagrangian trajectories computed from the vortical part of the horizontal flow only (the same line-integral convolution visualization technique
is used). The map in the right panel is a zoom on the square patch in the left panel.

decomposition into divergent and vortical motions. The pattern
is dominated by supergranulation, whose divergent morphology
is revealed in the close-up panel using a line-integral convolu-
tion technique highlighting horizontal-flow Lagrangian trajec-
tories (Cabral & Leedom 1993). The vortical component of the
flow is significantly weaker than the divergent component, as in-
dicated by the associated rate of strains reported in the color bars
(and further demonstrated in the spectral analysis presented be-
low). Figure 3 shows a local map in the same disc-center zone of
the 24h-averaged ur, superimposed with horizontal flows aver-
aged over the same time scale. There is a noticeable correlation

between the weak upflows (downflows) and horizontal diver-
gences (convergences) at the supergranulation scale.

2.2.2. Energy spectra

Figure 4 shows the spherical-harmonics radial, spheroidal and
toroidal energy spectra Er(`), ES(`), and ET(`) of the 30-min-
averaged velocity-field components. The horizontal divergent
component is energetically dominant at all scales probed: the
corresponding spheroidal spectrum ES(`) exhibits a clear peak
at the supergranulation scale ` ⇠ 120, corresponding to a

A69, page 3 of 10



Nordita, April 2020

Toroidal component 
(vertical vorticity)

15

F. Rincon et al.: Observations vs. convection theory of supergranulation and multiscale flows in the solar photosphere

a)

b)

1.3�N

3.8�N

6.3�N

8.8�N

11.3�N

5�W 2.5�W 0� 2.5�E 5�E
-1.77

-1.37

-0.98

-0.59

-0.20

0.20

0.59

0.98

1.37

1.77

R
ad

ia
lv

or
tic

ity
⇣ 10
�4

s�
1⌘

Fig. 2. a) Left: quasi-full-disc map of the horizontal divergence �`(`+1)sm
` /R� (color contours) of the 30-min-averaged horizontal surface velocity

field at 14:00:00 UTC, apodized beyond 60� from the disc center. Right: local map at the disc center of the divergence field convolved by horizontal-
flow Lagrangian trajectories using a line-integral convolution visualization technique. The map in the right panel is a zoom on the square patch
in the left panel. b) Left: quasi-full-disc map of the vertical vorticity `(` + 1)tm

` /R� (color contours) of the 30-min-averaged horizontal surface
velocity field at 14:00:00 UTC, apodized beyond 60� from the disc center. Right: local map at the disc center of the same vorticity field convolved
by Lagrangian trajectories computed from the vortical part of the horizontal flow only (the same line-integral convolution visualization technique
is used). The map in the right panel is a zoom on the square patch in the left panel.

decomposition into divergent and vortical motions. The pattern
is dominated by supergranulation, whose divergent morphology
is revealed in the close-up panel using a line-integral convolu-
tion technique highlighting horizontal-flow Lagrangian trajec-
tories (Cabral & Leedom 1993). The vortical component of the
flow is significantly weaker than the divergent component, as in-
dicated by the associated rate of strains reported in the color bars
(and further demonstrated in the spectral analysis presented be-
low). Figure 3 shows a local map in the same disc-center zone of
the 24h-averaged ur, superimposed with horizontal flows aver-
aged over the same time scale. There is a noticeable correlation

between the weak upflows (downflows) and horizontal diver-
gences (convergences) at the supergranulation scale.

2.2.2. Energy spectra

Figure 4 shows the spherical-harmonics radial, spheroidal and
toroidal energy spectra Er(`), ES(`), and ET(`) of the 30-min-
averaged velocity-field components. The horizontal divergent
component is energetically dominant at all scales probed: the
corresponding spheroidal spectrum ES(`) exhibits a clear peak
at the supergranulation scale ` ⇠ 120, corresponding to a
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Fig. 3. Local map at the disc center of the 24h-averaged radial (color
contours) and horizontal spheroidal flow components (arrow field).

typical rms flow velocity of 400 m s�1. The rms radial flow
is 20�30 m s�1 at ` ⇠ 120. The spectra of the di↵erent flow
components behave di↵erently for ` > 120: the spheroidal
ES(`) and radial Er(`) spectra respectively decay and increase
with decreasing scale, while the toroidal spectrum ET(`) is al-
most flat. The exact shapes of the weaker and noisier Er(`) and
ET(`) are moderately sensitive to the processing and averaging
of the data, but the general trend described here is robust (as
explained in Appendix A.2, it is very di�cult to separate the
Doppler contributions of the large-scale spectral tail of granula-
tion from those of the radial component of the large-scale mo-
tions otherwise detected by the CST. Consequently, and while
we did our best to remove the large-scale contribution of gran-
ulation from the Doppler data, our results for Er(`) in the range
120 < ` < 500 still probably slightly overestimate the actual
amplitude of the radial component of flows not associated with
granulation. We also find that Er(`) lies somewhere between `1/2
and ` power laws, depending on the exact filtering procedure ap-
plied to the Doppler signal). The spectral fallo↵ at ` > 500 is
due to the intrinsic 2.5–5 Mm CST spatial resolution down to
which the vector-field reconstruction was performed. The di↵er-
ent power laws that these apparently self-similar spectra follow
for ` < 500 will be discussed in Sects. 3.3 and 4.3.

2.2.3. Vertical correlation scale

Finally, we estimate the typical vertical correlation scale �r of
these subsonic flows as a function of horizontal scale �h = 2⇡/kh
(or of the angular degree ` = khR�). This can be obtained from
the mass conservation relation
uh

�h
⇠ ur

�r
, (8)

where uh and ur are the horizontal and vertical velocity fluctu-
ations (because the medium is stratified, here �r serves as an
a priori proxy notation for either the radial wavelength of the
perturbations or the local density scale height, whichever one is
smaller). We therefore define

�r(`) =
2⇡R�
`

s
Er(`)
ES(`)

, (9)

and plot this quantity in Fig. 4 (inset) for 30 < ` < 500. Re-
markably, the typical vertical correlation scale does not vary
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Fig. 4. Spherical-harmonics energy spectra (see Eqs. (5)–(7)) of maps
of the 30-min-averaged (top) velocity field derived from the joint CST-
Doppler analysis. The thin lines indicate di↵erent possible spectral
slopes (see Sect. 3). Vertical dashed line: ` = 120. Inset: vertical scale
estimate.

significantly in the range 120 < ` < 500 ([9, 35] Mm), that is
�r ⇠ [2.5, 4] Mm. Considering the uncertainties in the determi-
nation of Er discussed in Sect. 2.2.2, this scale estimate should
probably be considered as an upper bound rather than as an ex-
act value. Overall, this scale appears to be comparable with the
density scale height H⇢ ' [1, 2] Mm below the surface, but is
somewhat deeper than the granulation thermal boundary layer
(Nordlund et al. 2009).

2.3. Main conclusions

The observational analysis presented above leads us to the fol-
lowing conclusions.

(i) The flow in the range 120 < ` < 500 is characterized by
divergent (convergent) horizontal flows correlated with up-
flows (downflows). This predominantly cell-like morphol-
ogy of the flow suggests that the dynamics in that range of
scales is dominated by buoyancy forces.

(ii) The ratio of uh to ur suggests that motions are strongly
anisotropic (�r ⌧ �h) and strongly feel the e↵ects of stratifi-
cation, with the vertical correlation scale of order the density
scale height.

(iii) The significant energy content of horizontal motions and
their spectral break at the supergranulation scale, followed
by the apparent power-law decay of their spectrum at smaller
horizontal scales, suggest that supergranulation corresponds
to the largest buoyancy-driven scale of the system, below
which some form of nonlinear cascade takes place.

3. Theoretical considerations

Let us now attempt a theory of anisotropic turbulent convec-
tion that could explain these observations. As argued by Rincon
(2007), a good starting point is the Bolgiano-Obukhov (BO59,
see Oboukhov 1959; Bolgiano 1962) phenomenology, which is
based on the following assumptions: (i) a constant spectral flux
of buoyancy fluctuations follows from the temperature/energy
equation; (ii) a balance between the inertial and buoyancy terms
in the momentum equation; and (iii) isotropy of motions. BO59

A69, page 4 of 10
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Main observational conclusions so far

• Surface flows are dominated by horizontal divergences 
• Strong correlation with upflows  

• On scales larger than a few 1000 kms, the flow is anisotropic 
• uh ~ 400 m/s, ur < 30 m/s at supergranulation scale 

•  Typical vertical correlation scale is H ~ 2000-5000 km 

• Spectral break suggests supergranulation is the largest           
driven scale at the surface

17

Can we make physical and  theoretical sense of this ?
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The Sun’s supergranulation Page 49 of 74  6 

Fig. 13 From left to right and top to bottom: dynamical evolution of the spectra of temperature fluctuations
Eθ (k) and kinetic energy fluctuations E(k) as a function of time and integer horizontal wave number k
and time t (measured in vertical thermal diffusion units) in the large-aspect ratio idealized simulation of
turbulent convection with mild density stratification shown in Fig. 12 (left), Ra= 3 × 105 and Pr = 0.3.
k = 1 corresponds to the horizontal size of the domain and k = 42 to the vertical size of the domain. The
peak scale of the spectra (k ≃ 7 towards the end of the simulation, much larger than the vertical size of
the domain) correspond to the large-scale thermal structures visible in Fig. 12. Image from Rincon (2004),
Chap. 4.3, p. 85

123

Nonlinear evolution of large-aspect 
ratio convection simulations

F. Rincon, 2004



Nordita, April 2020

Energy budget/transfer
• Lin’s equation

19Rincon et al., A&A 2005

@

@t

Z
H

0
E(kh, z)dz = T (kh) + F (kh) +D(kh)

Nonlinear transfer
Buoyancy forcing
Viscous dissipation

Most unstable linear mode

 6 Page 50 of 74 F. Rincon, M. Rieutord

Fig. 14 Spectral-space energy budgets as a function of integer horizontal wavenumber k in the large-aspect
ratio simulations of turbulent convection described in Figs. 12 (left) and 13. Here, F(k) is the buoyancy
forcing term, T (k) is the nonlinear transfer (cascade) term, and D(k) is the dissipation term. The dominant
balance in the peak injection range is between the positive buoyancy forcing term and the negative nonlinear
transfer term, indicating that the large-scale dissipative structures seen in Fig. 12 (left) are powered by
buoyancy. This injected power is dissipated by turbulent viscous dissipation mediated through spectral
space by smaller-scale turbulent convective motions. Image reprpoduced with permission from Rincon
et al. (2005), copyright by ESO

5.3.4 State-of-the-art local hydrodynamic Cartesian simulations

The first realistic numerical simulations including supergranulation scales are due to
Benson et al. (2006), Georgobiani et al. (2007) and Stein et al. (2009). The latter used
a 96Mm wide and 20Mm deep three-dimensional numerical box but, just like Rieu-
tord et al. (2002), they found a monotonic smooth increase of the size of convective
structures with depth, and no or very little power enhancement at supergranulation
scales in the surface power spectrum. Similarly to Spruit et al. (1990), they subse-
quently argued that there was no reason why a particular scale should pop-up in the
continuum of scales present in the simulation (see Nordlund et al. (2009) and Geor-
gobiani et al. (2007) for representations of the power spectra of the simulations). A
gradual monotonic increase of the convection scale with depth was also reported in
an independent numerical study by Ustyugov (2008) in a 60Mm wide and 20Mm
deep three-dimensional box. The physics of ionisation of helium and hydrogen were
included in the model of Stein et al. (2009), which allowed them to test for the first
time the first theoretical proposal for the origin of the supergranulation by Simon and
Leighton (1964) described in Sect. 4.3. Considering the gradual large-scale decrease
of energy in the power spectrum of their simulations, they concluded that the existence
of recombination layers of ionised elements cannot by itself explain supergranulation.
This conclusion was further confirmed by Lord et al. (2014) using simulations in a
box of size 196 × 196 × 49Mm3 (the latter paper contains an interesting discussion
of the slightly surprising actual effects of ionisation in the problem).

The latest realistic local simulations of Lord et al. (2014) appear to show a clear
excess of kinetic energy at large scales (see Fig. 15, red line), just like idealized simu-
lations. The reasons for this seemingly new convergence of the large-scale dynamical
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Energy budget of superstructures in RBC 887 A21-23
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FIGURE 11. Comparison of the temperature in (a) the midplane and (b) close to the wall
for Ra = 1.07 ⇥ 107. A footprint of the large-scale pattern in the midplane is visible close
to the bottom wall.
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FIGURE 12. Pre-multiplied spectra, kE✓uz
(k, z), for (a) Ra = 1.02 ⇥ 105 and (b) Ra =

1.07 ⇥ 107, and different heights z. The height-averaged spectrum is shown in dark grey.
The thermal boundary layer thickness �Nu is given for reference. A peak at the same
position k is present at all heights, also in the boundary layer, characterizing the size
of the superstructure. However, close to the boundary layer a second maximum emerges.
This is related to small-scale fluctuations. The maximum at small scales is highlighted
through the presentation in pre-multiplied form.

Appendix C. Height-dependent spectra

Here, we discuss the height dependence of the spectrum E✓uz
(k, z) first introduced

in § 3.1. Because of the lack of statistical homogeneity in the vertical direction, it
is not a priori clear that there is a single characteristic large scale at all heights.
However, it was already shown by Parodi et al. (2004), von Hardenberg et al. (2008),
Pandey et al. (2018), Stevens et al. (2018) and Krug et al. (2019) that the turbulent
superstructures leave an imprint in the boundary layers. Figure 11 shows a comparison
of the temperature field in the midplane and at boundary layer height close to the wall,
which visually confirms the connection between the bulk flow and the boundary layer
(see also Stevens et al. (2018)).
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F. Rincon et al.: Mesoscale flows in large aspect ratio simulations of turbulent compressible convection L59

Fig. 3. From left to right and top to bottom, time-evolution of temperature maps at z = 0.63. The size of the visible mesoscale pattern increases
until a quasi-steady state is reached (bottom-left image). Bottom-right picture: same as bottom-left image, for a surface layer (z = 0.99), showing
the differences between in-depth mesoscale dynamics and the smaller-scale flow in the upper thermal boundary layer.

T (k) represents nonlinear transfers, F(k) is the forcing by buoy-
ancy and D(k), which has a similar definition, represents vis-
cous dissipation. In Fig. 4, we plot these quantities averaged
over a time interval during which k > 12 modes are steady,
while modes with smaller k develop. We observe that F(k) is
the basic energy supply on large scales, as in the linear convec-
tive instability mechanism. Nonlinear transfer T (k) is always
negative for modes with 7 ≤ k ≤ 11, which have a small but
positive net energy growth. Therefore large scales do not come
out of nonlinear interactions but have a convective origin. This
effect could also be observed using the energy equation: as in
linear convection, energy is injected in large scales via the ad-
vection of the horizontally averaged entropy profile, while non-
linear transfers and diffusion only remove energy from them.

Note finally that the mesoscale pattern of Fig. 3 is expected
to expand slightly on a much longer time scale that can not
be achieved numerically. Also, the dominant scales may de-
pend on the Rayleigh number, as they result from a balance be-
tween buoyancy and nonlinear transfers. These mesocells are
very probably the same as those observed by Cattaneo et al.
(2001) in Boussinesq simulations with A = 20. Their size is
comparable in both experiments. We therefore confirm these
results for a compressible fluid, in a larger aspect ratio box with
no initial symmetry, but interpret them quite differently.

Fig. 4. Depth-integrated spectral transfer T (k), buoyancy forcing F(k),
dissipation D(k) and net power injected in

∫
Es(k, z) dz following

Eq. (2). An average between t = 0.14 and t = 0.20 has been taken
to outline the mean growth of k < 12 modes during this period owing
to F(k) (note especially that T (k) < 0 for these scales). The maximum
over k of the depth-integrated spectrum has been used for normalizing.

4. Discussion

4.1. Relations with solar photospheric convection

We now discuss the relevance of our results to the Sun. First,
an estimate of the size (in km) of the typical structures of our
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Fig. 3. From left to right and top to bottom, time-evolution of temperature maps at z = 0.63. The size of the visible mesoscale pattern increases
until a quasi-steady state is reached (bottom-left image). Bottom-right picture: same as bottom-left image, for a surface layer (z = 0.99), showing
the differences between in-depth mesoscale dynamics and the smaller-scale flow in the upper thermal boundary layer.

T (k) represents nonlinear transfers, F(k) is the forcing by buoy-
ancy and D(k), which has a similar definition, represents vis-
cous dissipation. In Fig. 4, we plot these quantities averaged
over a time interval during which k > 12 modes are steady,
while modes with smaller k develop. We observe that F(k) is
the basic energy supply on large scales, as in the linear convec-
tive instability mechanism. Nonlinear transfer T (k) is always
negative for modes with 7 ≤ k ≤ 11, which have a small but
positive net energy growth. Therefore large scales do not come
out of nonlinear interactions but have a convective origin. This
effect could also be observed using the energy equation: as in
linear convection, energy is injected in large scales via the ad-
vection of the horizontally averaged entropy profile, while non-
linear transfers and diffusion only remove energy from them.

Note finally that the mesoscale pattern of Fig. 3 is expected
to expand slightly on a much longer time scale that can not
be achieved numerically. Also, the dominant scales may de-
pend on the Rayleigh number, as they result from a balance be-
tween buoyancy and nonlinear transfers. These mesocells are
very probably the same as those observed by Cattaneo et al.
(2001) in Boussinesq simulations with A = 20. Their size is
comparable in both experiments. We therefore confirm these
results for a compressible fluid, in a larger aspect ratio box with
no initial symmetry, but interpret them quite differently.

Fig. 4. Depth-integrated spectral transfer T (k), buoyancy forcing F(k),
dissipation D(k) and net power injected in

∫
Es(k, z) dz following

Eq. (2). An average between t = 0.14 and t = 0.20 has been taken
to outline the mean growth of k < 12 modes during this period owing
to F(k) (note especially that T (k) < 0 for these scales). The maximum
over k of the depth-integrated spectrum has been used for normalizing.

4. Discussion

4.1. Relations with solar photospheric convection

We now discuss the relevance of our results to the Sun. First,
an estimate of the size (in km) of the typical structures of our
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Dependence of injection scale on  
size of surface entropy jump
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4 Cossette and Rast

FIG. 2.— Horizontal cross-sections of the instantaneous vertical veloc-
ity ur taken at 5Mm depth corresponding to Cases A—panel (a) and B—
panel (b). The inserted plot in each panel shows the magnified view of a
100Mm2 area. As in other experiments of compressible convection, ur is
characterized by broad upflows surrounded by a network of narrow downflow
lanes (see Nordlund et al. (2009), Miesch & Toomre (2009) and references
therein). Panel (c): Horizontal velocity power spectra taken at 5Mm depth
for each case. Here, kh ≡ 2π/λ, with λ the horizontal wavelength. Shaded
areas labeled ‘GC’ and ‘SG’ correspond, respectively, to regions where
100Mm < λ < 300Mm (hereafter, giant cells) and 20Mm < λ < 50Mm
(hereafter, supergranular scales).

with estimates for the radiative diffusivity ranging between
κ ∼ 105 − 107cm2 · s−1 (Miesch 2005). The characteristic
diffusion timescale τd ∼ l2/κ of a plume with spatial scale
l ∼ 300km (i.e. the thickness of the radiative boundary layer
at the photosphere) is thus between 3-285yr. Assuming that
the transit time τt of cold plumes generated at the photosphere
is of order the turnover time of the largest convective cells (∼
1 month), τt << τd. Solar plumes may then be expected to
behave as in Cases B-D, travelling across the convection zone
without exchanging a significant amount of heat with the sur-
rounding medium. The consequent superadiabatic mean so-
lar stratification is due only to the plumes’ presence and their
geometry as they move across layers of increasing density.
This implies that the interior stratification of the Sun could be
extremely close to adiabatic with a relatively thin superadi-
abatic layer determined by the thermodynamic properties of
the granular downflows in the upper layers.
The characteristic scales of the convective flows reflect the

depth of the superadiabatic region. Cell diameters in Case A
are much larger than in Case B, with 200Mm scales typical in
Case A and smaller 40Mm scales in Case B (Fig. 2a and b).
This difference is reflected in the horizontal velocity power
spectra of the flows (Fig. 2c). At 5Mm depth, the power con-
tained in supergranular scales in Case B exceeds that of Case
A, whereas the opposite is true of the power at the largest
giant-cell scales. Increasing the polytropic index ms in the
cooling layer of Case C decreases the power at all scales rel-
ative to Case B, while decreasing it in Case D increases the
amplitude of the convective motions (Fig. 2c).
Notably, the increase of power due to the intensification of

Case PG/PGA
PS/PSA

PS/PG ϵG ϵS d
[×10−8] [×10−8] [Mm]

A 1.0000 1.0000 0.2241 -1.68 -0.25 -
B 0.7082 3.5573 1.1255 -0.86 -11.1 30.5
C 0.1385 1.1654 1.8857 -0.23 -3.0 12.5
D 1.2807 6.0726 1.0625 -1.15 -20.6 41.8

TABLE 1
RELATIONSHIP BETWEEN THE HORIZONTAL POWER DISTRIBUTION AT
5MM DEPTH AND THE SUPERADIABATICITY OF THE CONVECTION
ZONE. SECOND AND THIRD COLUMNS SHOW, RESPECTIVELY, THE

TOTAL POWER CONTAINED IN GIANT CELLS (PG) AND
SUPERGRANULAR SCALES (PS ) RELATIVE TO THAT OF CASE A, WITH
THE FOURTH COLUMN SHOWING THE RATIO OF SUPERGRANULAR TO

GIANT CELL POWER. FIFTH AND SIXTH COLUMNS DISPLAY,
RESPECTIVELY, THE MAXIMAL VALUE OF THE SUPERADIABATICITY

PARAMETER ϵ ≡ HT /Θod⟨Θ⟩/dr INSIDE DRIVING REGIONS
CORRESPONDING TO GIANT CELLS (100MM < 4Hρ < 300MM) AND

SUPERGRANULAR SCALES (20MM < 4Hρ < 50MM), WITH
HT ≡ −(d lnTo/dr)−1 THE TEMPERATURE SCALE HEIGHT. THE LAST

COLUMN SHOWS THE CHARACTERISTIC DEPTH OF THE
SUPERADIABATIC REGION BELOW THE SURFACE FOR CASES B-D
(ESTIMATED AS THE SMALLEST DEPTH FOR WHICH ϵ ≤ 10−8).

convective driving, when going from Case C to Case B and
then from Case B to Case D, is accompanied by a correspond-
ing increase of the spatial extent of the superadiabatic region
below the surface (Fig. 1c). The power contained in giant cells
in Cases B-D relative to Case A (PG/PGA

) increases with
the superadiabatiticy of the GC region (ϵG), as summarized
in Table 1. The table also shows the correlation between the
power contained in the supergranular scales (PS/PSA

) and
the superadiabaticity of the SG region (ϵS). The ratio of su-
pergranular to giant cell power (PS/PG) is the largest in Case
C, where the rate of transition to adiabatic stratification is the
greatest and the characteristic depth (d) of the superadiabatic
region is the smallest.

4. SUMMARY & REMARKS
These surface driven convective experiments demonstrate

that low entropy fluid parcels generated in a cooling layer can
lead to a mean thermodynamic state that is strongly superadia-
batic in a narrow region, smoothly transitioning to very nearly
adiabatic stratification below, much more adiabatic than has
been achieved by other simulations to date. The depth of
the superadiabatic region depends on the entropy contrast and
density of the downflowing plumes, and the convectivemodes
of that layer then determine the velocity power spectrum ob-
served (Lord et al. 2014).
Cold fluid parcels generated in the cooling layer transit the

convection zone over a time short compared to numerical dif-
fusion timescales. Thus the stratification of the upper convec-
tion zone is well approximated by the contribution adiabati-
cally descending cool parcels make to the mean state strictly
by their presence. The filling factor of the downflows de-
creases with the increasing mean density, yielding, because
of the steep stratification, a nearly adiabatic profile at depth.
The ratio of power at supergranular to giant cell scales reflects
this, increasing in those simulations with a shallower transi-
tion to adiabatic stratification.
The short transit time of the cold downflowing plumes

across the solar convection zone compared to the characteris-
tic timescale of radiative heating in the solar interior suggests
that heat transport is highly non-local (e.g. Spruit (1997)).
Similar to our simulations, the change in the mean stratifi-

Cossette & Rast, ApJ 2016
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FIG. 1.— Vertical cross-sections of the instantaneous deviations Θ̃ ≡ Θ − ⟨Θ⟩ from the horizontal mean of the PT ⟨Θ⟩ taken from case A—panel (a) and
B—panel (b). Case A is characterized by a weakly superadiabatic ambient profile (ms = 1.4999998) across the full depth of the CZ (rt ≥ r ≥ ri), whereas
case B uses a strictly adiabatic profile in the region (rs ≥ r ≥ ri, rs ≡ 0.96R⊙) and a superadiabatic profile (ms = 1.4994) inside a 3.5Mm deep region
below the surface (rt ≥ r ≥ rs). The horizontal dashed line denotes the location of the core-enveloppe interface. Low entropy fluid parcels produced in the
driven region pass through the convecting layer and impact the stable layer below, exciting gravity waves there. Panel (c) shows profiles of ⟨Θ(r)⟩ − Θa(ri)
for each case in the region rs ≥ r ≥ ri (solid lines). As Case B, Cases C and D use, respectively, strictly adiabatic ambient profiles below rs = 0.96R⊙ and
superadiabatic profiles characterized byms = 1.49985 andms = 1.4985 in the region above. Shaded areas labeled ‘GC’ and ‘SG’ correspond to depth ranges
over which 100Mm < 4Hρ < 300Mm and 20Mm < 4Hρ < 50Mm, respectively. The change in the mean stratification near the surface in Cases B-D is well
reproduced by cold fluid parcels moving down adiabatically from the height rs at which they originate: ⟨Θ(r)⟩ −Θa(ri) ≈ f(r)Θd , where Θd is the parcels’
average potential temperature at r = rs and f(r) ≡ fdρo(rs)/ρo(r) is their filling factor, with fd the filling factor of downflows at r = rs (see dashed lines).
The accumulation of low entropy fluid near the base of the CZ causes ⟨Θ(r)⟩ to decrease very rapidly in that region.

model (Prusa et al. 2008; Smolarkiewicz & Charbonneau
2013). EULAG employs a two-time-level flux-form Eu-
lerian non-oscillatory forward-in-time advection operator
(Smolarkiewicz 2006), allowing stable integration of the
equations with all dissipation delegated to the advection
scheme’s truncation terms (Smolarkiewicz & Prusa 2002).
We examine a Cartesian domain extending from rb = 0.63R⊙

to rt = 0.965R⊙ in solar radius, which has physical di-
mensions 910.53Mm× 910.53Mm× 227.63Mm on grids of
10242× 256 points. The reference states are characterized by
density scale heights Hρ = 360km at the surface and 85Mm
at the base, spanning a total of eleven scale heights across
the domain. Nonuniform gridding in the vertical direction ac-
commodates the rapidly decreasing density scale-height near
the top of the domain (Prusa & Smolarkiewicz 2003). The do-
main is horizontally periodic, with vanishing vertical velocity,
stress-free horizontal velocity, and zero flux of the potential
temperature imposed at both upper and lower boundaries.

3. RESULTS
First we compare two simulations which share approxi-

mately the same convective flux through the bulk of the do-
main. In Case A we specify a weakly superadiabatic ambient
state across the full depth of the layer while in Case B the
strongly superadiabatic ambient state is confined to a 3.5Mm
deep region below the surface (hereafter, the cooling layer).
The typical spatial scale of the low entropy parcels gener-
ated in the cooling layer reflects the turbulent energy injec-
tion scale L ∼ 4Hρ in this region (Hρ ∼ 0.36 − 2.6Mm)
(Rincon 2007; Lord et al. 2014). As can be seen from Fig-
ure 1, the flow in Case A is dominated by larger scale motions
than Case B. In particular, positive entropy perturbations in
Case A, although weaker, tend to be coherent over the full
depth of the convection zone (Fig. 1a).
To understand the physical processes shaping the flow

structure we consider additional experiments with different

values of the polytropic indexms in the cooling layer (Cases
C & D). The mean thermodynamic stratification (Fig. 1c) in
Case A is characterized by a weakly superadiabaticmean state
(d⟨Θ⟩/dr < 0) throughout. Cases B-D, on the other hand,
show mean states very close to adiabatic throughout the bulk
but strongly superadiabatic near the surface. The turbulent
energy injection scale in this region is comparable to the size
of supergranules (region SG in Fig. 1c). The strong buoyancy
force therein thus drives upflows on the scale of supergranu-
lation (red and yellow areas in Fig. 1b). The convectively un-
stable mean stratification through the bulk of the CZ in Case
A (‘GC’ region in Fig. 1c), on the other hand, additionally
drives giant cell scale motions.
It is important to note that, while in Case A the supera-

diabatic mean entropy profile is maintained by relaxation to
the superadiabatic ambient state, the relaxation time in Cases
B-D is too long to be important in determining the mean strat-
ification. The strongly superadiabatic region below the cool-
ing layer is caused by the presence of the cool downflowing
plumes which change the mean state, driving the upflows.
This effect decreases with depth because the filling factor of
the downflows decreases with increasing density until their
effect on the mean state becomes negligible. In all Cases B-
D, parcels originate from the same depth but have different
initial entropy fluctuations. The downflowing fluid in cases
with larger entropy fluctuations must achieve smaller filling
factors before their influence on the mean state becomes neg-
ligible, hence the increase of the extent of the superadiabatic
region when comparing Case C to B, and B to D. Note that
the transit time τt of the cool plumes across the simulated
CZ (τt ≈ 1 solar day) is shorter than the time it takes for a
parcel to diffuse numerically. As a result, the change in the
mean stratification below the surface is well approximated by
parcels moving adiabatically across the layer (see dashed lines
in Fig. 1c).
In the Sun, radiative diffusion dominates over conduction,
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Latest generation of global simulations
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Fig. 11 a Radial velocity, b
radial (vertical) velocity
spectrum and c latitudinal
(horizontal) velocity spectrum at
r/R⊙ = 0.99 (case H0 in black)
in global simulations (Hotta
et al. 2014) (cases H1 and H2
only extend up to r/R⊙ = 0.96
and have smaller density
contrasts). The qualitative
behaviour of both spectra is very
similar to the surface radial and
spheroidal spectra derived from
observations by Rincon et al.
(2017) (black and blue in
Fig. 4b)
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in Sect. 3.4. Looking at the spectrum of these simulations though, it is clear that
supergranulation scales are still located close to the dissipative range.

Even at the highest resolutions that can be achieved today in global simulations, not
all the relevant dynamical range required to quantitatively address the problem of the
dynamics in the supergranulation to subgranulation range can be simulated adequately.
However, there has been some qualitative progress in that direction recently. A new
set of numerical simulations of non-rotating convection by Hotta et al. (2014) with
a grid resolution of just a few Mm appears to resolve vigorous convective dynamics
at scales smaller than supergranulation. Some results appear to be in good qualitative
agreement with observations (Fig. 11). For instance, the kinetic energy spectra of
the different flow components close to the surface appear to follow the exact same
trends as the observational trends reported by Rincon et al. (2017), with the horizontal
velocity spectrum peaking at large scales and the radial velocity spectrum increases
monotonically down to the grid scale, with just a kink at the peak scale of horizontal
motions. Convective motions in these simulations extend down to depths of at least
0.2 R⊙, with the radial velocity progressively increasing and peaking at a similar scale
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Supergranulation: emerging picture
• Supergranulation is the largest buoyancy-driven scale           

at the photospheric level 
• Supported by both observational and numerical analysis 

• It appears to be the outcome of a nonlinear self-organization 
of turbulent thermal convection  
• Much more complex than thought for decades: a lesson for AFD ?  

• Not entirely understood 
• Scale-dependence on convective-driving intensity (stellar luminosity) 

• Lack of strong thermal signature (radiative granulation boundary layer 
blanket, weak thermal flux at SG scales ?) 

23Rincon & Rieutord, Living Rev. Sol. Phys. 2018
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Turbulent convection  
phenomenology revisited

• Dynamical equations for fluctuations 

• Derive evolution laws for statistics of fluctuation increments

24
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Isotropic, homogeneous theory
• Generalised Kolmogorov-Yaglom relations [Yakhot, PRL 1992] 

• Kolmogorov 41, passive scalar (constant fluxes):  

• Bolgiano-Obukhov 59 (inertia/buoyancy balance + constant thermal flux)
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Isotropic theory

• Bolgiano scale 

• BO59 for r > LB 

• K41 for r < LB 

• BO59 never observed in aspect ratio O(1) situations because 
LB is always O(H) [Rincon et al., JFM 2006, Kumar et al., PRE 2014]   

• At the solar surface, LB  ~ H𝜌 ~ 2000-5000 km  

• Transition takes place around granulation scale 

• What happens for kh H < 1 ? (i.e. in our observational scale-range)  
• Anisotropic generalization of BO59 needed
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• Mass conservation 

• Constant flux of thermal fluctuations  

• Dominant inertia/buoyancy balance
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Theory vs. observations
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A&A 599, A69 (2017)

Fig. 3. Local map at the disc center of the 24h-averaged radial (color
contours) and horizontal spheroidal flow components (arrow field).

typical rms flow velocity of 400 m s�1. The rms radial flow
is 20�30 m s�1 at ` ⇠ 120. The spectra of the di↵erent flow
components behave di↵erently for ` > 120: the spheroidal
ES(`) and radial Er(`) spectra respectively decay and increase
with decreasing scale, while the toroidal spectrum ET(`) is al-
most flat. The exact shapes of the weaker and noisier Er(`) and
ET(`) are moderately sensitive to the processing and averaging
of the data, but the general trend described here is robust (as
explained in Appendix A.2, it is very di�cult to separate the
Doppler contributions of the large-scale spectral tail of granula-
tion from those of the radial component of the large-scale mo-
tions otherwise detected by the CST. Consequently, and while
we did our best to remove the large-scale contribution of gran-
ulation from the Doppler data, our results for Er(`) in the range
120 < ` < 500 still probably slightly overestimate the actual
amplitude of the radial component of flows not associated with
granulation. We also find that Er(`) lies somewhere between `1/2
and ` power laws, depending on the exact filtering procedure ap-
plied to the Doppler signal). The spectral fallo↵ at ` > 500 is
due to the intrinsic 2.5–5 Mm CST spatial resolution down to
which the vector-field reconstruction was performed. The di↵er-
ent power laws that these apparently self-similar spectra follow
for ` < 500 will be discussed in Sects. 3.3 and 4.3.

2.2.3. Vertical correlation scale

Finally, we estimate the typical vertical correlation scale �r of
these subsonic flows as a function of horizontal scale �h = 2⇡/kh
(or of the angular degree ` = khR�). This can be obtained from
the mass conservation relation
uh

�h
⇠ ur

�r
, (8)

where uh and ur are the horizontal and vertical velocity fluctu-
ations (because the medium is stratified, here �r serves as an
a priori proxy notation for either the radial wavelength of the
perturbations or the local density scale height, whichever one is
smaller). We therefore define

�r(`) =
2⇡R�
`

s
Er(`)
ES(`)

, (9)

and plot this quantity in Fig. 4 (inset) for 30 < ` < 500. Re-
markably, the typical vertical correlation scale does not vary
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Fig. 4. Spherical-harmonics energy spectra (see Eqs. (5)–(7)) of maps
of the 30-min-averaged (top) velocity field derived from the joint CST-
Doppler analysis. The thin lines indicate di↵erent possible spectral
slopes (see Sect. 3). Vertical dashed line: ` = 120. Inset: vertical scale
estimate.

significantly in the range 120 < ` < 500 ([9, 35] Mm), that is
�r ⇠ [2.5, 4] Mm. Considering the uncertainties in the determi-
nation of Er discussed in Sect. 2.2.2, this scale estimate should
probably be considered as an upper bound rather than as an ex-
act value. Overall, this scale appears to be comparable with the
density scale height H⇢ ' [1, 2] Mm below the surface, but is
somewhat deeper than the granulation thermal boundary layer
(Nordlund et al. 2009).

2.3. Main conclusions

The observational analysis presented above leads us to the fol-
lowing conclusions.

(i) The flow in the range 120 < ` < 500 is characterized by
divergent (convergent) horizontal flows correlated with up-
flows (downflows). This predominantly cell-like morphol-
ogy of the flow suggests that the dynamics in that range of
scales is dominated by buoyancy forces.

(ii) The ratio of uh to ur suggests that motions are strongly
anisotropic (�r ⌧ �h) and strongly feel the e↵ects of stratifi-
cation, with the vertical correlation scale of order the density
scale height.

(iii) The significant energy content of horizontal motions and
their spectral break at the supergranulation scale, followed
by the apparent power-law decay of their spectrum at smaller
horizontal scales, suggest that supergranulation corresponds
to the largest buoyancy-driven scale of the system, below
which some form of nonlinear cascade takes place.

3. Theoretical considerations

Let us now attempt a theory of anisotropic turbulent convec-
tion that could explain these observations. As argued by Rincon
(2007), a good starting point is the Bolgiano-Obukhov (BO59,
see Oboukhov 1959; Bolgiano 1962) phenomenology, which is
based on the following assumptions: (i) a constant spectral flux
of buoyancy fluctuations follows from the temperature/energy
equation; (ii) a balance between the inertial and buoyancy terms
in the momentum equation; and (iii) isotropy of motions. BO59

A69, page 4 of 10

Rincon et al., A&A 2017

Ez(kh) ⇠
✓

"✓

⇥2
0

◆2/5

g
4/5

H
14/5

k
3/5
h

Eh(kh) ⇠
✓

"✓

⇥2
0

◆2/5

g
4/5

H
4/5

k
�7/5
h

E✓(kh) ⇠
✓

"✓

⇥2
0

◆4/5

g
2/5

H
�2/5

k
�9/5
h

Ez(kh) ⇠
✓

"✓

⇥2
0

◆2/5

g
4/5

H
14/5

k
3/5
h

Eh(kh) ⇠
✓

"✓

⇥2
0

◆2/5

g
4/5

H
4/5

k
�7/5
h

E✓(kh) ⇠
✓

"✓

⇥2
0

◆4/5

g
2/5

H
�2/5

k
�9/5
h



Nordita, April 2020

Signatures of self-similar buoyant dynamics:  
trees of fragmenting granules

29

Roudier, Malherbe et al., A&A 2008, 2016 Roudier et al., A&A 2003
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Lagrangian Coherent Structures
• Finite-Time Lyapunov Exponent field derived from separation 

of grid of evolving passive tracers

30
24h positive and negative-time FTLEs
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• z
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• Unprecedented characterisation of strongly driven astrophysical fluid turbulence  

• Determination of full 3D velocity field in a plane, over almost two scale decades  

• High-resolution in time and space, up to global scales 

• Followed over several typical turnover times  

• Observations, numerics paint a complicated nonlinear dynamical picture 

• Significant implications for the understanding of solar convection (supergranulation) 

• Motivates the development of new turbulence phenomenology  

• Promising preliminary results on turbulent transport 

• More discovery/understanding potential 

• Dynamo/MHD: 𝛼-effect, MHD turbulence, low Pm small-scale dynamo ? 

• Implications for stellar physics [and exoplanet detection, spectral noise problem] 

• Relevance to other astrophysical transport/turbulence problems (galaxies, disks, ICM)

Conclusions
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