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Abelian Higgs
Is there a 1st order PT?

• Barrier? 
 

• hep-ph/9212235, Arnold & Espinosa 

• Yes, if:

Source: 10.3390/sym12050733,  Senaha

a gauge-invariant treatment. In what follows, we show that this conclusion does not apply

to the exponent terms in Eq. (1.1), provided that assumptions (i) and (ii) are satisfied.

This article focuses on a purely perturbative determination of the nucleation rate. However,

due to infrared enhancement of the bosonic sector at high temperature, a fully comprehensive

study of the phase transition thermodynamics requires non-perturbative simulations on the

lattice [70]. For equilibrium properties of the transition, such lattice analyses appear e.g.

in [10, 58, 65, 70–75]. For bubble nucleation, non-perturbative lattice studies are limited [65,

66,68] with applications in [73]. The framework of [1] and this work at hand, provide a sound

basis for comparing results of perturbative and of non-perturbative computations.

This article is composed as follows. Section 2 introduces the model and reviews the well-

known zero-temperature computation of [49, 50] that utilizes the derivative expansion in

the computation of the nucleation rate in perturbation theory. In addition, we discuss the

extension to high temperature along the lines of the accompanying article [1]. Section 3

reformulates the same problem in 3d EFT language, using a general framework [59]. This

formulation allows us to systematically organize thermal resummations and to better monitor

intermediate gauge dependence pertinent to different scales in the perturbative computation.

In Section 4, we summarize our computation and discuss its implications for other nucle-

ation rate computations in the literature. Appendix A proves the gauge invariance of the

dimensional reduction step by deriving high-temperature matching relations between the

fundamental four-dimensional theory and three-dimensional effective theory. Appendix B

explicates computational details in 3d EFT perturbation theory.

2. Nucleation, radiative barriers, and the derivative expansion

We work with a simple gauge field theory toy model as Refs. [49,50,69] to compute the bubble

nucleation rate between different vacua. The Abelian Higgs model3 can be defined by the

Lagrangian density

L4d =
1

4
FµνFµν + (DµΦ)

∗(DµΦ) + µ2Φ∗Φ+ λ(Φ∗Φ)2 , (2.1)

with Bµ a U(1) gauge field (with gauge coupling g) and Φ a complex scalar. The covariant

derivative for the complex Higgs reads DµΦ = ∂µΦ − igYφBµΦ, the field strength tensor

Fµν = ∂µBν − ∂νBµ, and the hypercharge for the complex scalar Yφ = 1. Since our goal is

to compute the Euclidean action, we already define the Lagrangian in the Euclidean, rather

than Minkowski space. We expand the complex field in terms of real fields

Φ =
1√
2
(φ+H + iχ) , (2.2)

3Also known as Scalar electrodynamics, Scalar QED or U(1)-Higgs theory.

5

expansion at high-T [47, 64]. We insert the leading contributions of Eq. (2.49) into the one-

loop potential (2.16), discard field-independent terms, and obtain

V1(φ, T ) =
(

4λ+ 3g2
) T 2

24
φ2 −

T

12π

(

m3
H + 3m3

B +m3
χ −m3

FP

)

. (2.50)

Here, the linear-in-T term requires resummation as implemented below. Before doing so, let

us consider the sum of the tree-level, T = 0 one-loop, and V1(φ, T ) as given in (2.50)

V eff = V0(φ) + V1(φ) + V1(φ, T ) . (2.51)

The presence of the linear-in-T term introduces a barrier between the symmetric and broken

phases, implying the existence of a first-order transition at critical temperature Tc. For the

moment, however, we focus on the resulting term that is quadratic in φ, whose T -dependence

governs the onset of spontaneous symmetry breaking:

V eff =
1

2
µ2

effφ
2 + · · · ,

µ2
eff ≡ µ2 +

(

4λ+ 3g2
) T 2

12
, (2.52)

and where the + · · · denote the remaining non-quadratic terms. By examining the behavior

of µ2
eff, we observe that for very large temperatures, it will be positive and large, as the

positive-definite ∝ T 2 terms dominate the negative µ2-term. For such large temperatures the

µ2
effφ

2 term dominates the effective potential which implies that only the symmetric phase is

attainable at large temperatures. For very small temperatures we instead have that µ2
eff < 0:

the symmetric phase is unstable. And in between these temperatures there is a temperature

T0 where µ2
eff = 0. In the absence of the other terms in the potential, T0 would define the

critical temperature for a second order transition from the symmetric to the broken phase.

Thus, one must have that for T near T0, µ2 ≈ −
(

4λ+ 3g2
)

T 2

12 . For temperatures different

from, but close to T0, the cancellation between the µ2 and g2T 2 components of µ2
eff is not exact,

but there will exist a region for which µ2
eff/T

2 % O(4λ+ 3g2). It is natural to parametrize

the degree of µ2
eff suppression with additional powers of g:

µ2
eff ∼ O(g2+NT 2) . (2.53)

Here, we will assume that Tc lies within a temperature range for which N = 1 applies.

Under this assumption, one may define a consistent power counting in g. Near the phase

transition, all terms in the potential should be roughly of the same order of magnitude, a

feature one may implement by taking

λ ∼ g3 , µ2
eff ∼ g3T 2 , φ ∼ T ∼

µ

g
. (2.54)

14

https://arxiv.org/abs/hep-ph/9212235
https://doi.org/10.3390/sym12050733


• Equilibrium quantities: Yes!  (2006.12614, Andreas Ekstedt, JL) 

• Tunneling rate (Zero T): Yes! (hep-ph/9507381, Metaxas, E. Weinberg) 

• Bubble nucleation rate (Finite T): No! (1205.3392, Garny, Konstandin)
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• Tunneling rate (Zero T): Yes! (hep-ph/9507381, Metaxas, E. Weinberg) 

• Bubble nucleation rate (Finite T): No! (1205.3392, Garny, Konstandin) 

• … But why would it work for zero T but not finite T?
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Tunneling / Nucleation analogy

• The bounce extremizes the Euclidian action: 

3

Here, the first and third terms are individually of
O(g2T 2). However, for µ2 < 0, a cancellation between the
first and remaining terms can render the overall sum in
µ2

eff
smaller – parametrised by N > 0 – for some temper-

ature range. Henceforth, we assume a temperature win-
dow where N = 1 and argue below that this occurs in
the vicinity of the phase transition critical temperature
[35, 39].
The assumptions of Eqs. (9)–(12) induce the chain of

thermal scale hierarchies in Eq. (5). Non-zero Matsub-
ara modes have masses ∼ πT . In the unbroken phase
(φ = 0) zero Matsubara modes have the following scales:
Higgs and Goldstone fields have masses ∼ µeff ∼ g

3

2T .
At zero temperature it is sufficient to talk of transverse
and longitudinal modes of the gauge field, but at high
temperatures there is a further splitting of the three
transverse modes into two spatial modes and one tem-
poral. The gauge field temporal mode, B0, has a mass
m̄B0

∼ gT ; while spatial gauge fields remain massless
(mB = 0). In the broken phase (φ > 0), spatial and
temporal gauge bosons, Goldstone and ghost fields have
masses ∼ gφ ∼ gT , while the Higgs field that undergoes
nucleation has parametrically lighter mass ∼ g

3

2T .
The full one-loop effective potential is found using the

following background field dependent mass eigenvalues

m̄2
H
= µ2

eff
+ 3λφ2 , (13)

m̄2
χ = µ2

eff
+ λφ2 + g2ξφ2 , (14)

m̄2
B0

=
1

3
g2T 2 + g2φ2 , (15)

m2
c = g2ξφ2 , m2

B
= g2φ2 , (16)

where masses for the zero Matsubara modes of the Higgs,
Goldstone and temporal gauge field B0 include resummed
thermal corrections e.g. the T 2-term in the third line de-
scribes Debye screening. The mass of the longitudinal
component of the gauge field equals the ghost mass. Nei-
ther spatial gauge fields, nor ghost fields, develop thermal
masses. Based on the power counting in g, the leading
contribution to the effective potential is of O(g3T 4) and
reads

V eff
LO

=
1

2
µ2

eff
φ2 +

1

4
λφ4

−
g3T

12π

[

2φ3 +
(1

3
T 2 + φ2

)
3

2
]

, (17)

where the second line is the transverse gauge field con-
tribution and the second term therein corresponds to the
Debye mass (15) of the temporal mode. Near the phase
transition, all terms in the potential should be approxi-
mately of the same order of magnitude which is assured
by construction, given the assumed power counting in g
in Eqs. (9)–(12). The leading-order potential of Eq. (17)
at O(g3T 4) is gauge invariant.
The one-loop contribution to the effective potential

from the longitudinal gauge field, Goldstone field, and

ghost fields is

−
T

12π

(

m̄3
χ −m3

c

)

∼ O(g4T 4) . (18)

Note that ghosts contribute with a relative minus sign to
other fields. These contributions give rise to an explicit
ξ dependence, but these terms are of higher order com-
pared to Eq. (17) due to a cancellation at leading order.
Below we include the remaining O(g4T 4) terms at NLO
in the effective potential which expands as

V eff = V eff
LO

+ V eff
NLO

+O(g
9

2 T 4) , (19)

where

V eff
NLO

=
1

(4π)2

{

g4T 2φ2

(

− 1 + ln
(4g2φ2

Λ2

)

)

+
√

ξgTφ
(

g3Tφ− 2π(µ2
eff

+ λφ2)
)

+ g4T 2

[

1

2

√

ξφ

√

1

3
T 2 + φ2

+
1

2
φ2

(

− 1 + ln
(4g2(13T

2 + φ2)

Λ2

)

)]}

. (20)

The last term on the second line originates from the one-
loop Goldstone-ghost contribution in Eq. (18), and the
last two lines correspond to the two-loop contributions of
the B0 field. The remaining terms result from two-loop
diagrams with spatial gauge fields, ghosts and scalars
(χ,H). The O(g

9

2T 4) term in Eq. (19) arises at one-loop
order from the Higgs field.
Consistent treatment of the effective action (2) at NLO

also requires the inclusion of field renormalization:

Z = 1 + ZNLO +O(g
3

2 ) , (21)

where

ZNLO(φ) =
gT

48π

[

−
22

φ
+

φ2

(13T
2 + φ2)

3

2

]

. (22)

The first term is from the two spatial modes and ghosts
and the second term is from the temporal mode. No-
tably, at order O(g) the field renormalisation is indepen-
dent of the gauge-fixing parameter. Higher order terms
at O(g

3

2 ) arise from two-loop diagrams involving gauge,
ghost and Goldstone fields, and one-loop diagrams with
internal Higgs legs.
In the semiclassical approximation, the background

field extremizes the leading-order action and can be found
from the equation of motion for the leading-order poten-
tial

∇2φb(x) =
∂V eff

LO

∂φ

∣

∣

∣

∣

φ=φb

,

{

φb(∞) = 0

φ′
b(0) = 0

, (23)

where ∇2 ≡ ∂i∂i is the three-dimensional Laplacian op-
erator, and φb is the “bounce solution” [40]. We expand

�.� Non-equilibrium dynamics

Thermal escape is a non-equilibrium process. As such, damping and related e�ects are
important [�, ��, ��]. However, these e�ects are hidden in Equation �.�. In addition, the
saddle-point approximation is expected to break down for small damping [��]. This mo-
tivates going beyond leading-order results [��,��].

�.� Thermal escape and tunneling

To see how Equation �.� should be modified, it is informative to discuss the physics behind
thermal escape.

The formulas for quantum tunneling and thermal escape look similar

�T=0 =
Å

SB

2⇡

ã2 ����
det([�@2 + V

00(0)])
det0[�@2 + V 00(�b)]

����
1/2

e
�SB (�.�)

�T 6=0 =
�

2⇡

Å
S3

2⇡T

ã3/2 ����
det([�@2 + V

00(0)])
det0[�@2 + V 00(�b)]

����
1/2

e
�S3/T (�.�)

However, the physics is quite di�erent.
For tunneling, the rate is�

�T=0 = 2Ime
�Se� . (�.�)

The e�ective action is evaluated on a solution of �Se�[�b] = 0. In essence the tunneling
rate comes from a saddle-point approximation around the bounce solution. The functional
determinant (one-loop contribution to Se�) arises from fluctuations around the bounce,
and higher-order terms in Se� consist of vacuum diagrams in the bounce background [�,
��]. Crucially the e�ective action is imaginary due to a negative eigenvalue of �2

SB[�b].
The thermal-escape formula is similar to the tunneling decay rate. Indeed, except for

the prefactor, the determinant and exponent could be the first terms of e
�Se�/T , where Se�

is the e�ective action in three dimensions. This has led to the conjecture [��,��]

�T 6=0 = Adyn ⇥ 2Ime
�Se�/T . (�.�)

The leading-order dynamical prefactor is Adyn =
�

2⇡ , and � is normally taken as
p
||,

where  is the only negative eigenvalue of �2
S3[�b].

Yet thermal escape is a classical process.
To illustrate the physics it is useful to consider a classical particle moving in three

dimensions. We assume that the potential of this particle has one metastable minimum at
~x = ~xS , and a lower-energy minimum at ~x = ~xTV. Furthermore, let us assume that these
two minima are separated by a barrier. Lowest at ~x = ~xB. Without loss of generality we
take ~xB to lie in the x1 direction.

If this was a tunneling process, the particle would start at the metastable minimum and
go through the barrier with some probability. The most likely path of escape, the bounce,
results in a negative eigenvalue, which gives an imaginary energy. The rate is identified

� Subtleties related to zero modes [�, ��] are discussed in Section �.�.

�

Finite T (3D Field Theory): 
 
 

with � = �2ImE .
But the picture is di�erent for thermal escape, where the particle travels over the

barrier. That is, the probability for the particle to have an energy E is proportional to
e
�E/T . This means that the particle is most likely to escape where the barrier is lowest

(VB = V (x)|x=~xB
), with probability � ⇠ e

�VB/T . Although, the particle can also escape
close-by ~xB by moving slightly in the x2 or x3 directions.�

A better approximation is � ⇠
R

x1=xB

d x2d x3e
�V (x)/T . Crucially only variations in

orthogonal directions to ~xB are included in this integral. The rate is real because there is
no integration in the concave x1 direction.

What about non-equilibrium physics? When the particle jumps over the barrier, it first
needs to get su�cient energy to escape, and then move to the other side. If the negative
curvature () in the concave direction is large, the probability to get moving over the edge
is naturally big. Likewise, large damping (⌘) slows down the particle. This is the physical
reason for the leading-order dynamical prefactor: Adyn =

||
2⇡⌘ .

Intuitively the Boltzmann factor describes the probability to jump up to, and the dy-
namical factor describes the flow from, the barrier. To leading order this flow is in the
concave direction, while higher-order corrections make the flow veer down the barrier
from orthogonal directions.

Note that it does not matter that V is concave in the x1 direction because we should
only integrate in orthogonal directions to x1 when calculating the rate. Thus no imaginary
terms can appear in the saddle-point approximation.�

These considerations motivate the main result of this paper

�T 6=0 = Adyne
�Se� , (�.�)

where the e�ective action omits contributions from negative eigenvalues. This means that
the e�ective action is real to all orders.

Equation �.� is derived in the next section for an overdamped system; an equivalent
derivation for general damping is given in Section �. The complete nucleation rate, in
field theory, is given in Section �.�.

� The nucleation rate

In this section we derive a complete formula for the nucleation rate. To that end, consider
a system with n degrees of freedom, indexed by i. Translating the results to field theory
is straightforward, and is done in Section �.

For simplicity this section assumes an overdamped system. While not generic, an over-
damped system makes the physics transparent. The steps are similar for the general-
damping case, di�ering only by longer intermediate formulas, which are given in Section

� This discussion assumes an overdamped system, and ignores kinetic contributions to the energy. See Section �
for a discussion of the general case.

� This has been previously observed in [��,��,��]. However, care must be taken for generic damping. For example,
away from the strict overdamping limit the integral should not be done at the saddle point. Yet the decay rate
is still real for general damping coe�cients, but the reason is more subtle. See Section �.

�

Zero T (4D Field Theory): 
 

�.� Non-equilibrium dynamics

Thermal escape is a non-equilibrium process. As such, damping and related e�ects are
important [�, ��, ��]. However, these e�ects are hidden in Equation �.�. In addition, the
saddle-point approximation is expected to break down for small damping [��]. This mo-
tivates going beyond leading-order results [��,��].

�.� Thermal escape and tunneling

To see how Equation �.� should be modified, it is informative to discuss the physics behind
thermal escape.

The formulas for quantum tunneling and thermal escape look similar

�T=0 =
Å
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However, the physics is quite di�erent.
For tunneling, the rate is�

�T=0 = 2Ime
�Se� . (�.�)

The e�ective action is evaluated on a solution of �Se�[�b] = 0. In essence the tunneling
rate comes from a saddle-point approximation around the bounce solution. The functional
determinant (one-loop contribution to Se�) arises from fluctuations around the bounce,
and higher-order terms in Se� consist of vacuum diagrams in the bounce background [�,
��]. Crucially the e�ective action is imaginary due to a negative eigenvalue of �2

SB[�b].
The thermal-escape formula is similar to the tunneling decay rate. Indeed, except for

the prefactor, the determinant and exponent could be the first terms of e
�Se�/T , where Se�

is the e�ective action in three dimensions. This has led to the conjecture [��,��]

�T 6=0 = Adyn ⇥ 2Ime
�Se�/T . (�.�)

The leading-order dynamical prefactor is Adyn =
�

2⇡ , and � is normally taken as
p
||,

where  is the only negative eigenvalue of �2
S3[�b].

Yet thermal escape is a classical process.
To illustrate the physics it is useful to consider a classical particle moving in three

dimensions. We assume that the potential of this particle has one metastable minimum at
~x = ~xS , and a lower-energy minimum at ~x = ~xTV. Furthermore, let us assume that these
two minima are separated by a barrier. Lowest at ~x = ~xB. Without loss of generality we
take ~xB to lie in the x1 direction.

If this was a tunneling process, the particle would start at the metastable minimum and
go through the barrier with some probability. The most likely path of escape, the bounce,
results in a negative eigenvalue, which gives an imaginary energy. The rate is identified

� Subtleties related to zero modes [�, ��] are discussed in Section �.�.

�
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The Objection
The derivative expansion diverges

• An expansion in                    where 

• The expansion diverges when approaching the symmetric minimum! 
 

3

Here, the first and third terms are individually of
O(g2T 2). However, for µ2 < 0, a cancellation between the
first and remaining terms can render the overall sum in
µ2

eff
smaller – parametrised by N > 0 – for some temper-

ature range. Henceforth, we assume a temperature win-
dow where N = 1 and argue below that this occurs in
the vicinity of the phase transition critical temperature
[35, 39].
The assumptions of Eqs. (9)–(12) induce the chain of

thermal scale hierarchies in Eq. (5). Non-zero Matsub-
ara modes have masses ∼ πT . In the unbroken phase
(φ = 0) zero Matsubara modes have the following scales:
Higgs and Goldstone fields have masses ∼ µeff ∼ g

3

2T .
At zero temperature it is sufficient to talk of transverse
and longitudinal modes of the gauge field, but at high
temperatures there is a further splitting of the three
transverse modes into two spatial modes and one tem-
poral. The gauge field temporal mode, B0, has a mass
m̄B0

∼ gT ; while spatial gauge fields remain massless
(mB = 0). In the broken phase (φ > 0), spatial and
temporal gauge bosons, Goldstone and ghost fields have
masses ∼ gφ ∼ gT , while the Higgs field that undergoes
nucleation has parametrically lighter mass ∼ g

3

2T .
The full one-loop effective potential is found using the

following background field dependent mass eigenvalues

m̄2
H
= µ2

eff
+ 3λφ2 , (13)

m̄2
χ = µ2

eff
+ λφ2 + g2ξφ2 , (14)

m̄2
B0

=
1

3
g2T 2 + g2φ2 , (15)

m2
c = g2ξφ2 , m2

B
= g2φ2 , (16)

where masses for the zero Matsubara modes of the Higgs,
Goldstone and temporal gauge field B0 include resummed
thermal corrections e.g. the T 2-term in the third line de-
scribes Debye screening. The mass of the longitudinal
component of the gauge field equals the ghost mass. Nei-
ther spatial gauge fields, nor ghost fields, develop thermal
masses. Based on the power counting in g, the leading
contribution to the effective potential is of O(g3T 4) and
reads

V eff
LO

=
1

2
µ2

eff
φ2 +

1

4
λφ4

−
g3T

12π

[

2φ3 +
(1

3
T 2 + φ2

)
3

2
]

, (17)

where the second line is the transverse gauge field con-
tribution and the second term therein corresponds to the
Debye mass (15) of the temporal mode. Near the phase
transition, all terms in the potential should be approxi-
mately of the same order of magnitude which is assured
by construction, given the assumed power counting in g
in Eqs. (9)–(12). The leading-order potential of Eq. (17)
at O(g3T 4) is gauge invariant.
The one-loop contribution to the effective potential

from the longitudinal gauge field, Goldstone field, and

ghost fields is

−
T

12π

(

m̄3
χ −m3

c

)

∼ O(g4T 4) . (18)

Note that ghosts contribute with a relative minus sign to
other fields. These contributions give rise to an explicit
ξ dependence, but these terms are of higher order com-
pared to Eq. (17) due to a cancellation at leading order.
Below we include the remaining O(g4T 4) terms at NLO
in the effective potential which expands as

V eff = V eff
LO

+ V eff
NLO

+O(g
9

2 T 4) , (19)

where

V eff
NLO

=
1

(4π)2

{

g4T 2φ2

(

− 1 + ln
(4g2φ2

Λ2

)

)

+
√

ξgTφ
(

g3Tφ− 2π(µ2
eff

+ λφ2)
)

+ g4T 2

[

1

2

√

ξφ

√

1

3
T 2 + φ2

+
1

2
φ2

(

− 1 + ln
(4g2(13T

2 + φ2)

Λ2

)

)]}

. (20)

The last term on the second line originates from the one-
loop Goldstone-ghost contribution in Eq. (18), and the
last two lines correspond to the two-loop contributions of
the B0 field. The remaining terms result from two-loop
diagrams with spatial gauge fields, ghosts and scalars
(χ,H). The O(g

9

2T 4) term in Eq. (19) arises at one-loop
order from the Higgs field.
Consistent treatment of the effective action (2) at NLO

also requires the inclusion of field renormalization:

Z = 1 + ZNLO +O(g
3

2 ) , (21)

where

ZNLO(φ) =
gT

48π

[

−
22

φ
+

φ2

(13T
2 + φ2)

3

2

]

. (22)

The first term is from the two spatial modes and ghosts
and the second term is from the temporal mode. No-
tably, at order O(g) the field renormalisation is indepen-
dent of the gauge-fixing parameter. Higher order terms
at O(g

3

2 ) arise from two-loop diagrams involving gauge,
ghost and Goldstone fields, and one-loop diagrams with
internal Higgs legs.
In the semiclassical approximation, the background

field extremizes the leading-order action and can be found
from the equation of motion for the leading-order poten-
tial

∇2φb(x) =
∂V eff

LO

∂φ

∣

∣

∣

∣

φ=φb

,

{

φb(∞) = 0

φ′
b(0) = 0

, (23)

where ∇2 ≡ ∂i∂i is the three-dimensional Laplacian op-
erator, and φb is the “bounce solution” [40]. We expand
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We present a gauge-invariant framework for bubble nucleation in theories with radiative sym-
metry breaking at high temperature. As a procedure, this perturbative framework establishes a
practical, gauge-invariant computation of the leading order nucleation rate, based on a consistent
power counting in the high-temperature expansion. In model building and particle phenomenology,
this framework has applications such as the computation of the bubble nucleation temperature and
the rate for electroweak baryogenesis and gravitational wave signals from cosmic phase transitions.

Achieving a rigorous understanding of the thermal his-
tory of the electroweak (EW) symmetry breaking has
been a long-standing challenge at the interface between
particle physics and cosmology. The standard history of
the Standard Model (SM) of particle physics contains no
electroweak phase transition. Instead a smooth crossover
between high and low temperature phases occurs [1, 2].
A non-standard history with a first order phase tran-
sition is conceivable in theories beyond the SM (BSM)
that are well motivated from the electroweak to TeV
scale. BSM scenarios with extended scalar sectors can
contain rich patterns of symmetry breaking [3] and po-
tentially produce EW baryogenesis [4–6], and also rich
phenomenology for high energy collider physics [7] and
production of primordial gravitational waves [8]. These
phenomena have been actively studied for decades and
recently sparked increased interest in next-generation
gravitational wave detector experiments [9–11] such as
LISA [12].

One key ingredient for both EW baryogenesis and
stochastic gravitational wave background production is
a first order phase transition in the primordial plasma
of particles that proceeds via nucleating bubbles of the
low-temperature phase. The thermo- and bubble dynam-
ics of such transitions can be reliably described non-
perturbatively using lattice simulations [13–15]. However,
exploring BSM scenarios and their thermodynamics in-
variably requires the use of perturbation theory, since
fully comprehensive non-perturbative analyses of a mul-
tidimensional parameter space are computationally out
of reach. A qualitative and quantitative assessment of
the perturbative reliability requires robust theory com-
putations when comparing to lattice data. In that re-
spect, an unphysical gauge-dependence of the bubble nu-
cleation rate has plagued particle physics phenomenology
applications of the thermal phase transition literature for
decades (c.f. [8, 16] and references therein). While by

now resolved at zero temperature [17–22], a similar, long-
standing and open problem exists at finite temperature
if the potential barrier between the phases is radiatively
generated.
We resolve this long-standing problem by providing a

practical, gauge-invariant framework for thermal bubble
nucleation, intended for model-building and particle phe-
nomenology applications. The reliability of the approach
can be assessed by “benchmarking”, against lattice anal-
yses in the future. Such benchmarking is incompatible
with the conventional approach since there the nucle-
ation rate is gauge-dependent and an ill-defined unphys-
ical quantity.
The bubble nucleation rate per unit volume, Γ, has the

semiclassical approximation [23–26]

Γ = Ae−B . (1)

Here, the exponent B = S3/T with S3 being the three-
dimensional Euclidean effective action evaluated at the
“bounce” solution that solves the classical Euclidean field
equations [24, 27]. The prefactor A is dimensionful and
given by the characteristic mass scales of the theory, re-
sulting from computing the functional determinants. The
leading behaviour of the rate Γ is encoded in the expo-
nent B.
The effective action is computable using the back-

ground field (φ) method. Therein, V eff(φ, T ) is the ther-
mal effective potential describing the equilibrium free en-
ergy of the system and Z

1

2 (φ, T ) is the field renormaliza-
tion factor. Both V eff(φ, T ) and Z(φ, T ) admit an expan-
sion in the weak gauge coupling, denoted generically here
as g. After the gradient expansion in powers of spatial
derivatives (∂iφ), the effective action reads [28, 29]

S3 =

∫

d3x
[

V eff(φ, T ) +
1

2
Z(φ, T ) (∂iφ)

2 + . . .
]

, (2)

where the ellipsis contains terms of additional (∂iφ)-
powers. While the gradient expansion in general does not

To understand the breakdown of derivative expansion, we can imagine calculating the next

corrections in the same manner as above, i.e.

Γ = Ae−(B0+B1+...) , (2.29)

where the next order denoted by the ellipsis arises at O(g0), and in fact an infinite number

of higher order derivative terms in derivative expansion contribute at the same order – the

derivative expansion does not converge. The breakdown occurs because loops containing

propagating scalar fields first appear at this order. In general, a well-defined derivative

expansion requires a separation of scales, leading to an expansion in powers of P/M with

formal P ∼ ∂ and M being a mass scale M " P . Taking a Fourier transform of the leading-

order bounce (2.22), we have

P 2 ∼
1

φ

∂V eff
g4

∂φ
∼ g4σ2 , (2.30)

which describes the characteristic “nucleation scale”, P ∼ g2σ. The diagrams contributing

to B0 and B1 have propagating vector bosons, so that M = mB. The resulting expansion

parameter is P 2/m2
B ∼ g2. The loops at higher order, on the other hand, also include scalars,

with the corresponding expansion parameter P 2/m2
H ∼ 1. Thus, a well-defined derivative

expansion is applicable only when integrating out degrees of freedom that are heavy with

respect to the nucleation scale, P (or, in another words the fluctuations with wavelengths

much shorter than the nucleation length scale). In the present case, the heavy degrees of

freedom are the physical vector bosons. Integrating them out yields the barrier, and the

characteristic scale over which the bounce solution changes is small compared to the vector

boson mass [49,50].

Based on these general observations, the derivative expansion nominally applies for B0,1.

Since V eff
g4 is manifestly gauge-invariant, so is B0. The gauge invariance of B1 remains to be

demonstrated. Moreover, since the heavy scale mB ∼ gφ, and since the integrals in Eqs. (2.26)

and (2.27) include regions of vanishingly small φ, one rightly worries whether contributions

of order P 2/m2
B are, in fact, finite. This is manifested in the logarithmic φ-dependence of

the NLO wavefunction renormalization, Zg2 ∼ ln(φ/Λ) raising concerns about the finiteness

of B1. However, upon closer examination, one finds that the contribution to B1 is finite. To

this end, consider the asymptotic behavior of the bounce φb(r) at large r (small φ). In this

region
∂V eff

g4

∂φ
≈ µ2φ , (2.31)

wherein the bounce equation and its solution read

!φb ∼ µ2φb , φb(∞) = 0 (2.32)

=⇒ φb(r) ∼ c
e−µr

r3/2
as r →∞ , (2.33)
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where V is the four-dimensional volume. Using the effective action to formulate the rate in

this way has not been proven to be valid at all orders. However, it correctly reproduces the

leading-order terms we discuss below (cf. related discussion of Sec. 6.1 in [81]).

We continue to calculate the tunneling rate by using a derivative expansion of the effective

action,

Seff =

∫

d4x
[

V eff(φ) +
1

2
Z(φ) (∂µφ)

2 + . . .
]

, (2.8)

where the ellipsis indicate terms involving additional powers of ∂µφ. For now, we assume

that such an expansion is appropriate,4 and that we can perturbatively expand the effective

potential V eff(φ) and the kinetic field renormalization term Z(φ),

V eff(φ) = V (φ) + . . . , (2.9)

Z(φ) = 1 + . . . , (2.10)

where V (φ) denotes the leading-order potential and the + · · · higher order terms in the

couplings. The leading-order bounce solution that extremizes leading Seff is then a radially

symmetric solution of the following equation of motion and boundary conditions

!φb(x) =
∂

∂φ
V (φ) ,

∂

∂r
φ(0) = 0 , φb(∞) = φf.v. . (2.11)

Next, we focus on a radiatively generated barrier, as considered in Refs. [49, 50], and

review their computation to establish the procedure for our finite-T generalization. Since

the tree-level Lagrangian (2.1) contains no barrier, it admits no tunneling. A barrier arises

via quantum corrections: integrating out the vector boson yields a barrier between two

minima of the resulting effective action [83]. To examine this possibility, we first consider the

background-field dependent squared masses of the fields:

m2
B = g2φ2 , (2.12)

m2
H = µ2 + 3λφ2 , (2.13)

m2
χ = m2

G +m2
c , m2

G = µ2 + λφ2 , m2
c = ξm2

B . (2.14)

Here, B is the gauge boson and H the “Higgs” field, which are massive at the broken min-

imum; χ, (c) corresponds to the Goldstone (ghost) field which receives a gauge-dependent

contribution to its mass in Rξ-gauge. Now consider the tree-level potential, V0(φ), and the

4In reality it is not: the fluctuation determinant (2.6) contains scalar fluctuations with momenta of equal

size as the inverse length of the nucleating bubbles, such as the one-loop potential term from the H field in

Eq. (2.17). But as explained in [49], leading orders in the derivative expansion are still calculable when the

gauge bosons are parametrically heavier than the scalar in the broken phase. This is the case e.g. in the

Abelian Higgs Model considered here.
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… But why would it work for zero T and not for finite T?
Similar divergence!

• An expansion in                    where 

• The expansion diverges when approaching the symmetric minimum! 
 

To understand the breakdown of derivative expansion, we can imagine calculating the next

corrections in the same manner as above, i.e.

Γ = Ae−(B0+B1+...) , (2.29)

where the next order denoted by the ellipsis arises at O(g0), and in fact an infinite number

of higher order derivative terms in derivative expansion contribute at the same order – the

derivative expansion does not converge. The breakdown occurs because loops containing

propagating scalar fields first appear at this order. In general, a well-defined derivative

expansion requires a separation of scales, leading to an expansion in powers of P/M with

formal P ∼ ∂ and M being a mass scale M " P . Taking a Fourier transform of the leading-

order bounce (2.22), we have

P 2 ∼
1
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∂V eff
g4
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∼ g4σ2 , (2.30)

which describes the characteristic “nucleation scale”, P ∼ g2σ. The diagrams contributing

to B0 and B1 have propagating vector bosons, so that M = mB. The resulting expansion

parameter is P 2/m2
B ∼ g2. The loops at higher order, on the other hand, also include scalars,

with the corresponding expansion parameter P 2/m2
H ∼ 1. Thus, a well-defined derivative

expansion is applicable only when integrating out degrees of freedom that are heavy with

respect to the nucleation scale, P (or, in another words the fluctuations with wavelengths

much shorter than the nucleation length scale). In the present case, the heavy degrees of

freedom are the physical vector bosons. Integrating them out yields the barrier, and the

characteristic scale over which the bounce solution changes is small compared to the vector

boson mass [49,50].

Based on these general observations, the derivative expansion nominally applies for B0,1.

Since V eff
g4 is manifestly gauge-invariant, so is B0. The gauge invariance of B1 remains to be

demonstrated. Moreover, since the heavy scale mB ∼ gφ, and since the integrals in Eqs. (2.26)

and (2.27) include regions of vanishingly small φ, one rightly worries whether contributions

of order P 2/m2
B are, in fact, finite. This is manifested in the logarithmic φ-dependence of

the NLO wavefunction renormalization, Zg2 ∼ ln(φ/Λ) raising concerns about the finiteness

of B1. However, upon closer examination, one finds that the contribution to B1 is finite. To

this end, consider the asymptotic behavior of the bounce φb(r) at large r (small φ). In this

region
∂V eff

g4

∂φ
≈ µ2φ , (2.31)

wherein the bounce equation and its solution read

!φb ∼ µ2φb , φb(∞) = 0 (2.32)

=⇒ φb(r) ∼ c
e−µr

r3/2
as r →∞ , (2.33)
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where V is the four-dimensional volume. Using the effective action to formulate the rate in

this way has not been proven to be valid at all orders. However, it correctly reproduces the
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We continue to calculate the tunneling rate by using a derivative expansion of the effective
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Seff =
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V eff(φ) +
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]

, (2.8)

where the ellipsis indicate terms involving additional powers of ∂µφ. For now, we assume
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potential V eff(φ) and the kinetic field renormalization term Z(φ),
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To understand the breakdown of derivative expansion, we can imagine calculating the next

corrections in the same manner as above, i.e.

Γ = Ae−(B0+B1+...) , (2.29)

where the next order denoted by the ellipsis arises at O(g0), and in fact an infinite number

of higher order derivative terms in derivative expansion contribute at the same order – the

derivative expansion does not converge. The breakdown occurs because loops containing

propagating scalar fields first appear at this order. In general, a well-defined derivative

expansion requires a separation of scales, leading to an expansion in powers of P/M with

formal P ∼ ∂ and M being a mass scale M " P . Taking a Fourier transform of the leading-

order bounce (2.22), we have

P 2 ∼
1

φ

∂V eff
g4

∂φ
∼ g4σ2 , (2.30)

which describes the characteristic “nucleation scale”, P ∼ g2σ. The diagrams contributing

to B0 and B1 have propagating vector bosons, so that M = mB. The resulting expansion

parameter is P 2/m2
B ∼ g2. The loops at higher order, on the other hand, also include scalars,

with the corresponding expansion parameter P 2/m2
H ∼ 1. Thus, a well-defined derivative

expansion is applicable only when integrating out degrees of freedom that are heavy with

respect to the nucleation scale, P (or, in another words the fluctuations with wavelengths

much shorter than the nucleation length scale). In the present case, the heavy degrees of

freedom are the physical vector bosons. Integrating them out yields the barrier, and the

characteristic scale over which the bounce solution changes is small compared to the vector

boson mass [49,50].

Based on these general observations, the derivative expansion nominally applies for B0,1.

Since V eff
g4 is manifestly gauge-invariant, so is B0. The gauge invariance of B1 remains to be

demonstrated. Moreover, since the heavy scale mB ∼ gφ, and since the integrals in Eqs. (2.26)

and (2.27) include regions of vanishingly small φ, one rightly worries whether contributions

of order P 2/m2
B are, in fact, finite. This is manifested in the logarithmic φ-dependence of

the NLO wavefunction renormalization, Zg2 ∼ ln(φ/Λ) raising concerns about the finiteness

of B1. However, upon closer examination, one finds that the contribution to B1 is finite. To

this end, consider the asymptotic behavior of the bounce φb(r) at large r (small φ). In this

region
∂V eff

g4

∂φ
≈ µ2φ , (2.31)

wherein the bounce equation and its solution read

!φb ∼ µ2φb , φb(∞) = 0 (2.32)

=⇒ φb(r) ∼ c
e−µr

r3/2
as r →∞ , (2.33)
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To understand the breakdown of derivative expansion, we can imagine calculating the next

corrections in the same manner as above, i.e.

Γ = Ae−(B0+B1+...) , (2.29)

where the next order denoted by the ellipsis arises at O(g0), and in fact an infinite number

of higher order derivative terms in derivative expansion contribute at the same order – the

derivative expansion does not converge. The breakdown occurs because loops containing

propagating scalar fields first appear at this order. In general, a well-defined derivative

expansion requires a separation of scales, leading to an expansion in powers of P/M with

formal P ∼ ∂ and M being a mass scale M " P . Taking a Fourier transform of the leading-

order bounce (2.22), we have

P 2 ∼
1

φ

∂V eff
g4

∂φ
∼ g4σ2 , (2.30)

which describes the characteristic “nucleation scale”, P ∼ g2σ. The diagrams contributing

to B0 and B1 have propagating vector bosons, so that M = mB. The resulting expansion

parameter is P 2/m2
B ∼ g2. The loops at higher order, on the other hand, also include scalars,

with the corresponding expansion parameter P 2/m2
H ∼ 1. Thus, a well-defined derivative

expansion is applicable only when integrating out degrees of freedom that are heavy with

respect to the nucleation scale, P (or, in another words the fluctuations with wavelengths

much shorter than the nucleation length scale). In the present case, the heavy degrees of

freedom are the physical vector bosons. Integrating them out yields the barrier, and the

characteristic scale over which the bounce solution changes is small compared to the vector

boson mass [49,50].

Based on these general observations, the derivative expansion nominally applies for B0,1.

Since V eff
g4 is manifestly gauge-invariant, so is B0. The gauge invariance of B1 remains to be

demonstrated. Moreover, since the heavy scale mB ∼ gφ, and since the integrals in Eqs. (2.26)

and (2.27) include regions of vanishingly small φ, one rightly worries whether contributions

of order P 2/m2
B are, in fact, finite. This is manifested in the logarithmic φ-dependence of

the NLO wavefunction renormalization, Zg2 ∼ ln(φ/Λ) raising concerns about the finiteness

of B1. However, upon closer examination, one finds that the contribution to B1 is finite. To

this end, consider the asymptotic behavior of the bounce φb(r) at large r (small φ). In this

region
∂V eff

g4

∂φ
≈ µ2φ , (2.31)

wherein the bounce equation and its solution read

!φb ∼ µ2φb , φb(∞) = 0 (2.32)

=⇒ φb(r) ∼ c
e−µr

r3/2
as r →∞ , (2.33)
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we infer that the gauge-dependent terms are of O(g6) according to the scaling relations in

Eq. (2.19). One subtlety merits mentioning here. The cancellation of the nominally O(g4)

Goldstone and ghost contributions does not occur near the false vacuum. Nevertheless, the

impact on Γ is suppressed by the small field values in the regions of non-cancellation and will

be beyond the eventual accuracy goal of the computation, which is lnΓ = −a0g−4− a1g−2 +

lnA, in analogy to Eq. (1.2).

Since the leading-order effective potential (2.20) is gauge invariant, solutions to the corre-

sponding leading-order equations of motion

!φb(x) =
∂V eff

g4

∂φ

∣
∣
∣
∣
φb

, (2.22)

where ! ≡ ∂µ∂µ, will also be gauge invariant. We expand the effective potential and the

wavefunction renormalization in the coupling g

V eff = V eff
g4 + V eff

g6 + V eff
g8 + . . . , (2.23)

Z = 1 + Zg2 + Zg4 + . . . , (2.24)

which in turn are used for computing the effective action in the derivative expansion (2.8).

Expressions for the next-to-leading (NLO) corrections Zg2 and V eff
g6 , where the latter includes

both one- and two-loop contributions, have been computed in Refs. [50, 84]. Here we merely

need their counting in terms of g and not their explicit expressions. For illustrative purposes,

we also include subdominant terms, Zg4 and V eff
g8 additional to leading order (LO) and NLO

terms presented in Ref. [50]. As we will see momentarily, these subdominant terms contribute

at an order where the derivative expansion of the effective action breaks down.

Using a similar notation as in [49,50], the nucleation rate reads

Γ = Ae−(B0+B1) , (2.25)

where the prefactor A (with mass dimension four) must be computed using the fluctuation

determinants in Eq. (2.6) and results in a higher order effect than the LO and NLO exponent

terms, regarding the logarithm of the rate. The exponent terms read

B0 =

∫

d4x
[

V eff
g4 (φb) +

1

2

(

∂µφb
)2
]

, (2.26)

B1 =

∫

d4x
[

V eff
g6 (φb) +

1

2
Zg2

(

∂µφb
)2
]

. (2.27)

We can determine the expected sizes of B0,1 using the power-counting together with the

characteristic size of the critical bubble, with radius R ∼ m−1
H ∼ g−2σ−1, which is determined

by the leading-order potential. As a result
∫

d4x ∼ g−8σ−4 =⇒ B0 ∼ g−4 , B1 ∼ g−2 . (2.28)
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Asymptotics at zero T

To understand the breakdown of derivative expansion, we can imagine calculating the next

corrections in the same manner as above, i.e.

Γ = Ae−(B0+B1+...) , (2.29)

where the next order denoted by the ellipsis arises at O(g0), and in fact an infinite number

of higher order derivative terms in derivative expansion contribute at the same order – the

derivative expansion does not converge. The breakdown occurs because loops containing

propagating scalar fields first appear at this order. In general, a well-defined derivative

expansion requires a separation of scales, leading to an expansion in powers of P/M with

formal P ∼ ∂ and M being a mass scale M " P . Taking a Fourier transform of the leading-

order bounce (2.22), we have

P 2 ∼
1

φ

∂V eff
g4

∂φ
∼ g4σ2 , (2.30)

which describes the characteristic “nucleation scale”, P ∼ g2σ. The diagrams contributing

to B0 and B1 have propagating vector bosons, so that M = mB. The resulting expansion

parameter is P 2/m2
B ∼ g2. The loops at higher order, on the other hand, also include scalars,

with the corresponding expansion parameter P 2/m2
H ∼ 1. Thus, a well-defined derivative

expansion is applicable only when integrating out degrees of freedom that are heavy with

respect to the nucleation scale, P (or, in another words the fluctuations with wavelengths

much shorter than the nucleation length scale). In the present case, the heavy degrees of

freedom are the physical vector bosons. Integrating them out yields the barrier, and the

characteristic scale over which the bounce solution changes is small compared to the vector

boson mass [49,50].

Based on these general observations, the derivative expansion nominally applies for B0,1.

Since V eff
g4 is manifestly gauge-invariant, so is B0. The gauge invariance of B1 remains to be

demonstrated. Moreover, since the heavy scale mB ∼ gφ, and since the integrals in Eqs. (2.26)

and (2.27) include regions of vanishingly small φ, one rightly worries whether contributions

of order P 2/m2
B are, in fact, finite. This is manifested in the logarithmic φ-dependence of

the NLO wavefunction renormalization, Zg2 ∼ ln(φ/Λ) raising concerns about the finiteness

of B1. However, upon closer examination, one finds that the contribution to B1 is finite. To

this end, consider the asymptotic behavior of the bounce φb(r) at large r (small φ). In this

region
∂V eff

g4

∂φ
≈ µ2φ , (2.31)

wherein the bounce equation and its solution read

!φb ∼ µ2φb , φb(∞) = 0 (2.32)

=⇒ φb(r) ∼ c
e−µr

r3/2
as r →∞ , (2.33)
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∼ µ−1
eff

(gT )
1
2

T
1
2

Derivative expansion

diverges

r

φ3(r)

Figure 1: Schematic bubble profile with a thick-wall. At the (shaded) tail of the profile,

the derivative expansion diverges but the scaling φ23 ∼ gT suppresses contributions to the

nucleation scale effective action from this region.

of thermal resummations. At NLO

V 3d
eff,NLO =

g3φ3
(4π)2

(

− 2π
√

ξ3
(

m2
G,3 −

g33φ3
2π

)

− g33φ3

[

1− ln
(4g23φ

2
3

Λ2
3d

)
])

+
1

(4π)2

(
3

4
κ3(m

2
D + h3φ

2
3)− 2π

√

ξ3g3φ3(−1)
h3
4π

√

m2
D + h3φ

2
3

−
1

2
h23φ

2
3

[

1− ln
(4(m2

D + h3φ
2
3)

Λ2
3d

)
])

, (3.23)

Z3d
NLO =

1

48π

(

−22
g3
φ3

+
h23φ

2
3

(m2
D + h3φ23)

3
2

)

. (3.24)

Here we complement the comparison to Ref. [69] below Eq. (2.71). The field renormalization

factor contributes to B3d
1 as

B3d
1 ∼

∫

d3xZ3d
NLO(∂iφ3)

2 ∼ g−1/2 , (3.25)

where we used the characteristic length ∼ µ−1
eff in analogy to Eq. (2.70). This contribution

originates within a region of the critical bubble, which has a field value close enough to the

broken phase, i.e. within the characteristic radius µ−1
eff . Within this radius, the field value

has the power counting φ23 ∼ T (cf. Eq. (2.54)). Outside the characteristic radius of µ−1
eff ,

the field value of the critical bubble becomes parametrically smaller, φ23 ∼ gT ; see Fig. 1. In

this region, Eqs. (B.65) and (B.66) no longer agree to O(g). However, contributions from

this region are suppressed by the field value (cf. Eq. (2.74)), and they contribute to either

O((ln g)2) or O(1) [59], which are beyond NLO accuracy for B3d
1 . Furthermore, the derivative

expansion breaks down in this region. Since the field value is φ23 ∼ gT , no scale hierarchy

protects the derivative expansion.
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Asymptotics at zero T
Finite!

To understand the breakdown of derivative expansion, we can imagine calculating the next

corrections in the same manner as above, i.e.

Γ = Ae−(B0+B1+...) , (2.29)

where the next order denoted by the ellipsis arises at O(g0), and in fact an infinite number

of higher order derivative terms in derivative expansion contribute at the same order – the

derivative expansion does not converge. The breakdown occurs because loops containing

propagating scalar fields first appear at this order. In general, a well-defined derivative

expansion requires a separation of scales, leading to an expansion in powers of P/M with

formal P ∼ ∂ and M being a mass scale M " P . Taking a Fourier transform of the leading-

order bounce (2.22), we have

P 2 ∼
1

φ

∂V eff
g4

∂φ
∼ g4σ2 , (2.30)

which describes the characteristic “nucleation scale”, P ∼ g2σ. The diagrams contributing

to B0 and B1 have propagating vector bosons, so that M = mB. The resulting expansion

parameter is P 2/m2
B ∼ g2. The loops at higher order, on the other hand, also include scalars,

with the corresponding expansion parameter P 2/m2
H ∼ 1. Thus, a well-defined derivative

expansion is applicable only when integrating out degrees of freedom that are heavy with

respect to the nucleation scale, P (or, in another words the fluctuations with wavelengths

much shorter than the nucleation length scale). In the present case, the heavy degrees of

freedom are the physical vector bosons. Integrating them out yields the barrier, and the

characteristic scale over which the bounce solution changes is small compared to the vector

boson mass [49,50].

Based on these general observations, the derivative expansion nominally applies for B0,1.

Since V eff
g4 is manifestly gauge-invariant, so is B0. The gauge invariance of B1 remains to be

demonstrated. Moreover, since the heavy scale mB ∼ gφ, and since the integrals in Eqs. (2.26)

and (2.27) include regions of vanishingly small φ, one rightly worries whether contributions

of order P 2/m2
B are, in fact, finite. This is manifested in the logarithmic φ-dependence of

the NLO wavefunction renormalization, Zg2 ∼ ln(φ/Λ) raising concerns about the finiteness

of B1. However, upon closer examination, one finds that the contribution to B1 is finite. To

this end, consider the asymptotic behavior of the bounce φb(r) at large r (small φ). In this

region
∂V eff

g4

∂φ
≈ µ2φ , (2.31)

wherein the bounce equation and its solution read

!φb ∼ µ2φb , φb(∞) = 0 (2.32)

=⇒ φb(r) ∼ c
e−µr

r3/2
as r →∞ , (2.33)

10

and c is an undetermined constant. Now, we divide the region of integration to two domains:

(i) r ≤ R and (ii) r > R, with R being larger than the characteristic size of the bounce.

Applying the asymptotic solution (2.33) to region (ii) the contribution from the possibly

problematic terms ln(φ) (∂µφb)
2 to B1 is proportional to

∫

d4x ln(φ) (∂µφb)
2 ≈ (contribution from r ≤ R)− 4π2c2µ3

∫

r≥R
dr re−2µr, (2.34)

which is finite.

In the following, we address the question of gauge invariance which can be understood

with the help of the Nielsen identities [76, 85]. For a derivation of the Nielsen identities in

a derivative expansion, see the original result [50], and [69] for an amendment relevant for

higher orders. The variation of the effective action with the gauge parameter can be expressed

as

ξ
∂Seff

∂ξ
= −

∫

x

δSeff

δφ(x)
C(x) , (2.35)

which is the Nielsen identity with
∫

x
≡

∫

dDx. The corresponding Nielsen functional

C(x) =
i√
2

∫

y

〈

(δgΦ+ δgΦ
∗)(x) c(x)c̄(y)∆(y)

〉

=
ig

2

∫

y

〈

χ(x)c(x)c̄(y)
[

∂iBi(y) + gξφχ(y)
]〉

, (2.36)

is implied by the gauge transformation variations δgΦ = igΦ, δgΦ∗ = −igΦ∗ and the variation

of the Rξ gauge fixing function (2.3)

∆(x) = F (x)− 2ξ
∂F (x)

∂ξ
= −

(

∂µBµ − igξ(φ̃∗Φ− Φ∗φ̃)
)

. (2.37)

The above functional also admits a derivative expansion

C(x) = C(φ) +D(φ)(∂µφ)
2 − ∂µ

(

D̃(φ)∂µφ
)

+O(∂4) , (2.38)

which, combined with the expansion of the effective action (2.23), results in the Nielsen

identities for the effective potential and field renormalization factor

ξ
∂

∂ξ
V eff = −C

∂

∂φ
V eff , (2.39)

ξ
∂

∂ξ
Z = −C

∂

∂φ
Z − 2Z

∂

∂φ
C − 2D

∂

∂φ
V eff − 2D̃

∂2

∂φ2
V eff . (2.40)

In perturbation theory, the Nielsen coefficients C,D, and D̃ are expanded as [50]

C = Cg2 +Cg4 + . . . , (2.41)

D, D̃ = O(g2) , (2.42)
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Figure 1: Schematic bubble profile with a thick-wall. At the (shaded) tail of the profile,

the derivative expansion diverges but the scaling φ23 ∼ gT suppresses contributions to the

nucleation scale effective action from this region.

of thermal resummations. At NLO

V 3d
eff,NLO =

g3φ3
(4π)2

(

− 2π
√

ξ3
(

m2
G,3 −

g33φ3
2π

)

− g33φ3

[

1− ln
(4g23φ

2
3

Λ2
3d

)
])

+
1

(4π)2

(
3

4
κ3(m

2
D + h3φ

2
3)− 2π

√

ξ3g3φ3(−1)
h3
4π

√

m2
D + h3φ

2
3

−
1

2
h23φ

2
3

[

1− ln
(4(m2

D + h3φ
2
3)

Λ2
3d

)
])

, (3.23)

Z3d
NLO =

1

48π

(

−22
g3
φ3

+
h23φ

2
3

(m2
D + h3φ23)

3
2

)

. (3.24)

Here we complement the comparison to Ref. [69] below Eq. (2.71). The field renormalization

factor contributes to B3d
1 as

B3d
1 ∼

∫

d3xZ3d
NLO(∂iφ3)

2 ∼ g−1/2 , (3.25)

where we used the characteristic length ∼ µ−1
eff in analogy to Eq. (2.70). This contribution

originates within a region of the critical bubble, which has a field value close enough to the

broken phase, i.e. within the characteristic radius µ−1
eff . Within this radius, the field value

has the power counting φ23 ∼ T (cf. Eq. (2.54)). Outside the characteristic radius of µ−1
eff ,

the field value of the critical bubble becomes parametrically smaller, φ23 ∼ gT ; see Fig. 1. In

this region, Eqs. (B.65) and (B.66) no longer agree to O(g). However, contributions from

this region are suppressed by the field value (cf. Eq. (2.74)), and they contribute to either

O((ln g)2) or O(1) [59], which are beyond NLO accuracy for B3d
1 . Furthermore, the derivative

expansion breaks down in this region. Since the field value is φ23 ∼ gT , no scale hierarchy

protects the derivative expansion.
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Asymptotics at finite T
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V 3d
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(
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√
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(
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G,3 −

g33φ3
2π

)
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[

1− ln
(4g23φ
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1

(4π)2

(
3

4
κ3(m

2
D + h3φ

2
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√

ξ3g3φ3(−1)
h3
4π

√

m2
D + h3φ

2
3

−
1

2
h23φ

2
3

[

1− ln
(4(m2

D + h3φ
2
3)

Λ2
3d

)
])
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Z3d
NLO =

1

48π

(

−22
g3
φ3

+
h23φ

2
3

(m2
D + h3φ23)

3
2

)

. (3.24)

Here we complement the comparison to Ref. [69] below Eq. (2.71). The field renormalization

factor contributes to B3d
1 as

B3d
1 ∼

∫

d3xZ3d
NLO(∂iφ3)

2 ∼ g−1/2 , (3.25)

where we used the characteristic length ∼ µ−1
eff in analogy to Eq. (2.70). This contribution

originates within a region of the critical bubble, which has a field value close enough to the

broken phase, i.e. within the characteristic radius µ−1
eff . Within this radius, the field value

has the power counting φ23 ∼ T (cf. Eq. (2.54)). Outside the characteristic radius of µ−1
eff ,

the field value of the critical bubble becomes parametrically smaller, φ23 ∼ gT ; see Fig. 1. In

this region, Eqs. (B.65) and (B.66) no longer agree to O(g). However, contributions from

this region are suppressed by the field value (cf. Eq. (2.74)), and they contribute to either

O((ln g)2) or O(1) [59], which are beyond NLO accuracy for B3d
1 . Furthermore, the derivative

expansion breaks down in this region. Since the field value is φ23 ∼ gT , no scale hierarchy

protects the derivative expansion.
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The next-order exponent term arises at O(g0), and in analogy to zero temperature (cf. dis-

cussion around Eq. (2.30)), calculating this order in the derivative expansion would require

an infinite amount of terms. Thus the derivative expansion breaks down also at finite tem-

perature, though again the leading two terms are attainable (cf. also Ref. [59]).

Before discussing gauge invariance, let us first ensure that the contribution from B1 is finite.

First note that

Zg(φ) =
gT

48π

[

−
22

φ
+

φ2

(13T
2 + φ2)

3
2

]

. (2.71)

Here, the second term corresponds to the contribution from the gauge field temporal mode.

We compute these contributions within the 3d EFT approach in Appendix B (cf. Eq. (B.66)),

and have here converted to parameters of the fundamental theory at leading order. Impor-

tantly, at high temperature the leading correction to the field renormalization Z does not

explicitly depend on the gauge fixing parameter unlike at zero temperature.

Here, we contrast to an existing computation in Ref. [69]: Our expression in Eq. (2.71)

agrees with the result for the broken phase in Eq. (B.15) therein. However, the authors argue

that one must use their result in Eq. (6.1) outside the broken phase (which corresponds to

our Eq. (B.65)), which would introduce additional gauge dependence. In our power counting,

this issue does not arise and we discuss this in more detail after Eq. (3.25) in Sec. 3.2.

The presence of the 1/φ term in (2.71) renders Zg(φ) more singular than the T = 0, Zg2(φ)

wavefunction correction. One may thus wonder whether the 1
2Zg (∂µφb)

2 contribution to B1

is finite. We proceed as before using the asymptotic behavior of the bounce solution:

!φb ∼ µ2φb , φb(∞) = 0 , (2.72)

=⇒ φb(r) ∼ c
e−µr

r
as r →∞ , (2.73)

and study the possibly problematic contribution (∂µφb)
2

φb
by dividing the radial integration

into two regions (see discussion around Eq. (2.34)):

∫

d3x
(∂µφb)

2

φb
≈ (contribution from r ≤ R)− 4πcµ2

∫

r≥R
dr re−µr , (2.74)

which is finite.

We now demonstrate the gauge invariance of B0,1. As before, B0 is trivially gauge invariant

as a gauge fixing parameter is absent at this order. The Nielsen identities also hold at finite

temperature [69], and their coefficients expand as

C = Cg + Cg3/2 + . . . , (2.75)

D, D̃ = O(g−1) , (2.76)
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Asymptotics at finite T
Also finite!
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nucleation scale effective action from this region.
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(
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√
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1− ln
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)
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1
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3
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D + h3φ

2
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√

ξ3g3φ3(−1)
h3
4π

√

m2
D + h3φ

2
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−
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2
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2
3

[

1− ln
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D + h3φ
2
3)
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3d

)
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NLO =
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48π
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φ3

+
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2
3
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D + h3φ23)

3
2

)

. (3.24)

Here we complement the comparison to Ref. [69] below Eq. (2.71). The field renormalization

factor contributes to B3d
1 as

B3d
1 ∼

∫

d3xZ3d
NLO(∂iφ3)

2 ∼ g−1/2 , (3.25)

where we used the characteristic length ∼ µ−1
eff in analogy to Eq. (2.70). This contribution

originates within a region of the critical bubble, which has a field value close enough to the

broken phase, i.e. within the characteristic radius µ−1
eff . Within this radius, the field value

has the power counting φ23 ∼ T (cf. Eq. (2.54)). Outside the characteristic radius of µ−1
eff ,

the field value of the critical bubble becomes parametrically smaller, φ23 ∼ gT ; see Fig. 1. In

this region, Eqs. (B.65) and (B.66) no longer agree to O(g). However, contributions from

this region are suppressed by the field value (cf. Eq. (2.74)), and they contribute to either

O((ln g)2) or O(1) [59], which are beyond NLO accuracy for B3d
1 . Furthermore, the derivative

expansion breaks down in this region. Since the field value is φ23 ∼ gT , no scale hierarchy

protects the derivative expansion.
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Before discussing gauge invariance, let us first ensure that the contribution from B1 is finite.

First note that
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Here, the second term corresponds to the contribution from the gauge field temporal mode.

We compute these contributions within the 3d EFT approach in Appendix B (cf. Eq. (B.66)),

and have here converted to parameters of the fundamental theory at leading order. Impor-

tantly, at high temperature the leading correction to the field renormalization Z does not

explicitly depend on the gauge fixing parameter unlike at zero temperature.

Here, we contrast to an existing computation in Ref. [69]: Our expression in Eq. (2.71)

agrees with the result for the broken phase in Eq. (B.15) therein. However, the authors argue

that one must use their result in Eq. (6.1) outside the broken phase (which corresponds to

our Eq. (B.65)), which would introduce additional gauge dependence. In our power counting,

this issue does not arise and we discuss this in more detail after Eq. (3.25) in Sec. 3.2.

The presence of the 1/φ term in (2.71) renders Zg(φ) more singular than the T = 0, Zg2(φ)

wavefunction correction. One may thus wonder whether the 1
2Zg (∂µφb)

2 contribution to B1

is finite. We proceed as before using the asymptotic behavior of the bounce solution:

!φb ∼ µ2φb , φb(∞) = 0 , (2.72)

=⇒ φb(r) ∼ c
e−µr

r
as r →∞ , (2.73)

and study the possibly problematic contribution (∂µφb)
2

φb
by dividing the radial integration

into two regions (see discussion around Eq. (2.34)):

∫

d3x
(∂µφb)

2

φb
≈ (contribution from r ≤ R)− 4πcµ2

∫

r≥R
dr re−µr , (2.74)

which is finite.

We now demonstrate the gauge invariance of B0,1. As before, B0 is trivially gauge invariant

as a gauge fixing parameter is absent at this order. The Nielsen identities also hold at finite

temperature [69], and their coefficients expand as

C = Cg + Cg3/2 + . . . , (2.75)

D, D̃ = O(g−1) , (2.76)
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Protected by a Hierarchy of Scales

nucleating classical bubbles. A primed determinant means that the translational-invariance

zero-modes are excluded. The statistical part is normalized such that κ is the exponential

growth rate of the nucleating bubbles [116]. The remainder of this article focuses on the

statistical part Σ without further discussing the dynamical prefactor κ.

The spatial extent of the critical bubble sets a length scale, the nucleation scale Λ−1
nucl.

The nucleation scale can be identified with the mass of the nucleating d.o.f., Λnucl ∼ µeff

(cf. Eq. (2.54)), away from the thin-wall limit. Given that there is a hierarchy between the

nucleation scale and higher intermediate (soft) 3d scale, one can use the effective field theory

framework to organize the calculation.

The relevant scales within the Abelian Higgs model are5

πT
︸︷︷︸

thermal scale

Step 1
" gT

︸︷︷︸

intermediate scale

Step 2
"

g
3
2

√
π
T

︸ ︷︷ ︸

nucleation scale

"
g2

π
T

︸︷︷︸

ultrasoft scale

, (3.12)

where both thermal and intermediate scales are higher scales to be integrated out for the

nucleation scale effective description.6 The computation separates into two parts as presented

in Tabs. 1 and 2. Step 1 in Tab. 1 is the usual dimensional reduction, as described at the

beginning of this section and in Appendix A. This step takes care of the highest energy scale

of the theory, the thermal scale (πT ), when constructing the 3d EFT with Lagrangian in

Eq. (3.1) describing the length scales of (gT )−1.

Step 2 in Tab. 2 matches the intermediate (soft) scale to the nucleation scale, by integrating

out heavier degrees of freedom than the nucleating field. Thus, we can create a local descrip-

tion for the length scale, µ−1
nucl, of nucleating bubbles where µnucl ∼ (g3/2T/

√
π). Here, we

included a factor of π coming from the one-loop order of the heavy contributions to λ ∼ g3/π.

The effects from the higher scales enter the local nucleation scale effective action, Snucl, that

can be used to find an approximation for the critical bubble.

The nucleation scale and lower scales enter the fluctuation determinants in the prefactor.

We will concern ourselves with the two leading orders of the exponent, and leave the determi-

nation of the next order, i.e. the nucleation scale contributions, as future work. The critical

bubble background has strong effects on these scales: The gradient expansion diverges as

variations of the bubble background cannot be treated as small external momenta within the

loop integrals, and the fluctuations around the critical bubble background contain an un-

stable negative eigenmode and zero-modes (cf. fluctuation determinant in Eq. (3.11)), which

need careful treatment. Contrary to the higher scale contributions, the effects of these scales

5The assumed scaling for the nucleation scale does not necessarily apply in the full parameter space, and

our discussion is limited to those regions where it is valid.
6Dimensional reduction literature interchangeably refers to the thermal scale as hard or superheavy and

the intermediate scale as soft or heavy.
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Scale Validity Dimension Lagrangian Fields Parameters

Hard πT d+ 1 L4d (2.1) Bµ,Φ, µ2,λ, g



" Step 1: Integrate out n != 0 Matsubara modes

Intermediate gT d L3d (3.1) B3,i, B0,Φ3 µ2
3,λ3, g3,mD, h3,κ3



" Integrate out temporal scalar B0

Ultrasoft g2T/π d L̄3d B̄3,i, Φ̄3 µ̄2
3, λ̄3, ḡ3

Table 1: Conventional dimensional reduction of (d+1)-dimensional Abelian Higgs model into

effective d-dimensional theories based on the scale hierarchy at high temperature [64]. The

effective couplings are functions of the couplings of their parent theories and temperature

and are determined by a matching procedure. The first step integrates out all hard non-

zero modes. The second step integrates out the temporal scalar B0 with soft Debye masses

mD. Lattice studies of thermodynamics in this model [111–113, 118, 119] were performed at

the ultrasoft scale, where only ultrasoft spatial gauge fields Br (with corresponding field-

strength tensors Frs) remain along with a light Higgs that undergoes the phase transition. In

our perturbative computation for bubble nucleation, Φ3 is not assumed to be ultrasoft and

hence we do not perform the second reduction to the ultrasoft scale, but instead construct

nucleation EFT; see Tab. 2.

Scale Validity Dimension Action Fields

Intermediate gT d S3(φ3) B3,i, B0,H3,χ3, c3


" Step 2: Matching 1PI actions.

Nucleation g
3
2T d Snucl(φ̂3) Ĥ3

Table 2: Second step of the dimensionally reduced approach, matching the intermediate scale

effective action S3(φ3) onto the nucleation scale effective action Snucl(φ̂3). Here, we distinguish

fields between the two by using a circumflex for the nucleation scale EFT quantities.
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5

to be big enough to a�ect the classical potential. We need
something heavy to amplify the 1-loop potential, but we
only have a single scalar field—and it can not be heavier
than itself.

Hierarchy II

Next I will consider a scale hierarchy with an intermedi-
ate scale,

m π M π fiT. (31)

This scale hierarchy o�ers a rich set of possibilities. One
example is that of a gauge theory at high temperature.
We can study the Abelian Higgs model—a complex scalar
charged under a U(1) gauge field—by integrating out
high-energy modes in two steps. First a dimensional re-
duction is performed, and then the gauge boson is inte-
grated out [3, p. 30]. Note that the procedure requires
integrating out a field whose mass and couplings depend
on the background field of a lighter scalar. This will yield
a non-polynomial e�ective action [7, 29]; the construc-
tion of such e�ective actions is also known as functional
matching [6]. See also [30, 31] for early attempts at con-
structing non-polynomial e�ective actions for studying
phase transitions in gauge theories. Following the demon-
stration in [7], formally the method entails rewriting the
partition function

Z =
⁄

D�e≠S[�] (32)

by separating the UV and IR modes of the fields: D� =
D�uv

D�ir, and performing the integral over the UV
modes:

Z =
⁄

D�ire≠Se� [�
ir]

, (33)

Se� [�ir] = ≠ log
⁄

D�uve≠S[�
ir

+�
uv

]. (34)

See [7] for a detailed account of how to perform this in-
tegral.

Denoting the gauge coupling by g, we get the leading-
order potential and parameters

VLO(„3) = 1
2m2

3
„2

3
≠

1
12fi

!
g2

3
„2

3

"3/2 + 1
4!⁄3„4

3
, (35)

m2

3
= m2 + g2

12T 2 + 1
18⁄T 2 + . . . , (36)

⁄3 = ⁄T + . . . , (37)
g2

3
= g2T + . . . . (38)

We see that the leading-order potential has a barrier
via the „3 term. To ensure that this is a well-formed
leading-order expression, we repeat the exercise of bal-
ancing terms. The result is [3, p. 9-10]

m2

3
≥

g6
3

⁄3

, „3 ≥
g3

3

⁄3

. (39)

But we have the additional constraint (from the assumed
scale hierarchy) that the gauge boson is heavier than the
scalar, g3„3/m3 ≥ g3/

Ô
⁄3 π 1. A simple realization

of this hierarchy is to assume that ⁄ ≥ g3 (in contrast
with ⁄ ≥ g2, which is the standard assumption in loop
expansions). So the potential in equation (35) is actually
a well-behaved leading-order expression.

By deriving the masses of the scalars from this po-
tential, it is possible to extend previous studies [32, 33]
to study phase transitions in this theory accurately and
consistently [9–11, 34].

Hierarchy III

We can also imagine another hierarchy in which the heavy
field is so heavy it is not excited by the temperature T ,

m π fiT π M. (40)

In this case we should first integrate out all the modes
of the heavy field, and then integrate out the non-zero
Matsubara modes of the light field. See [7] for an example.

Hierarchy IV

Consider a heavy field at a scale close to the temperature
T ,

m π M ≥ fiT. (41)

In this case, the high-temperature expansion does not
apply to the field of mass M . But neither can the tem-
perature be neglected when integrating it out, as in hier-
archy III. However, the high-temperature expansion still
applies for the light field of mass m. There should still
exist a 3D EFT for the zero-mode of the light field. This
method of “partial dimensional reduction” is not widely
studied, but see [35–38] for a few studies.

Here I want to highlight another example: a variant
of the Coleman-Weinberg (CW) model [18] as studied
in [39]. This model features radiative symmetry breaking:
there is no symmetry breaking at tree-level, but there is
at 1-loop level. This is the Abelian Higgs model with a
small and positive mass term:

Vcl(„) = 1
2m2„2 + 1

4!⁄„4, (42)

This potential is of comparable size to the 1-loop contri-
bution of the gauge boson when ⁄ ≥ g4 and m2

≥ g4‡2

with ‡ a characteristic size of the VEV.
There is a clear hierarchy of scales: the gauge boson is

heavier than the scalars and can be integrated out. This
gives a modified potential

VLO(„) = 1
2m2„2 + 1

4!⁄„4 + 3JCW(g2„2), (43)
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The strict expansion

where m2 is the mass appearing in the leading-order potential.
And GH(x , x 0) is the Higgs Green’s function satisfying

�
�r2 + V 00LO [�(x)]

�
GH(x , x 0) = �(3)(x � x 0).

Therefore, it is at least feasible to use derivative expansion away from V 00LO [�(rc)] = 0.
While close to V 00LO(�) = 0, say at r = rc , approximate V 00LO [�(r + rc)] ⇡ V 000LO [�(rc)] r.
The Green’s function could then be found exactly and would need to be matched to the
derivative expansion akin to the usual WKB matching.

Even if this is done, the procedure is needlessly complicated. Truly, this approach is
eclipsed by the simpler, quicker, and more robust method based on the Gelfand-Yaglom
theorem that’s discussed in Section �.

To summarize, using the derivative expansion for the Higgs determinant beyond lead-
ing order is doubly-dyed with problems: There’s no perturbative control and higher-order
terms diverge. A more realistic approach is to use the leading-order, finite, term from the
derivative expansion and accept that this result cannot be systematically improved upon.
This is sometimes—with caveats—a decent approximation as I will show when comparing
to numerical results in Section �.

�.� Higher-Order Corrections

Let’s now leave the � ⇠ g3 scaling behind, and consider a generic model where both
scalars and vector-bosons contribute at NLO. The question is whether there is any chance
of calculating the two-loop NNLO contribution. It should be mentioned that there might
be some corrections due to real-time dynamics at higher orders. I here neglect such e�ects.

What we are really after is an order-by-order determination of the e�ective-action. To
make this explicit, first define the e�ective action as

e�Se�[�] =
Z

1PI
D�e�S[�+�], (�.�)

Se�[�] = SLO[�] + xSNLO[�] + . . . (�.�)

where powers of x denote suppression according to some power-counting.
The bounce is a solution of

�Se�[�]
��(x)

= 0,

with appropriate boundary conditions. The leading-order bounce solution satisfies

�SLO[�LO]
��(x)

⌘ �SLO[�]
��(x)

����
�=�LO

= 0. (�.�)

��
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theorem that’s discussed in Section �.

To summarize, using the derivative expansion for the Higgs determinant beyond lead-
ing order is doubly-dyed with problems: There’s no perturbative control and higher-order
terms diverge. A more realistic approach is to use the leading-order, finite, term from the
derivative expansion and accept that this result cannot be systematically improved upon.
This is sometimes—with caveats—a decent approximation as I will show when comparing
to numerical results in Section �.

�.� Higher-Order Corrections

Let’s now leave the � ⇠ g3 scaling behind, and consider a generic model where both
scalars and vector-bosons contribute at NLO. The question is whether there is any chance
of calculating the two-loop NNLO contribution. It should be mentioned that there might
be some corrections due to real-time dynamics at higher orders. I here neglect such e�ects.

What we are really after is an order-by-order determination of the e�ective-action. To
make this explicit, first define the e�ective action as

e�Se�[�] =
Z

1PI
D�e�S[�+�], (�.�)

Se�[�] = SLO[�] + xSNLO[�] + . . . (�.�)

where powers of x denote suppression according to some power-counting.
The bounce is a solution of

�Se�[�]
��(x)

= 0,

with appropriate boundary conditions. The leading-order bounce solution satisfies

�SLO[�LO]
��(x)

⌘ �SLO[�]
��(x)

����
�=�LO

= 0. (�.�)

��

3

here, one can use EFT-techniques to systematically in-
tegrate out vector bosons. When expanded strictly in x,
both approaches give the same results.

Within this EFT, perturbation theory should work
well for x π 1. However, as x decreases the vector mass
in the broken phase grows as mA Ã 1/x, so we cannot
let x become too small. If x is as small as x ≥ g

2
/(4fi)2,

the vector mass is of order mA ≥ fiT , implying that
the high-temperature expansion is invalid, and hence
the original 3d EFT no longer faithfully describes the
infrared physics of the 4d theory.

We therefore assume that x satisfies g
2
/(4fi)2 π x π

1. A natural scaling relation satisfying these bounds
is the geometric midpoint, x ≥ g/(4fi), equivalent to
⁄ ≥ g

3
/(4fi) [45, 46].

In addition to x, we use y © m
2

3

g
4

3

[25]. With these di-
mensionless variables, and scaling „ æ g3„, the leading-
order potential is

VLO(„)
g6

3

= 1
2y„

2 ≠ 1
16fi

|„|3 + x

4 „
4
. (6)

In the broken phase, this is of order ≥ x
≠3.

In principle |y|≠1/2 could also act as an expansion
parameter, as it appears in loop corrections through
Feynman integrals. However, close to the critical tem-
perature y scales as y ≥ x

≠1, so it is enough to count
powers of x. Hereafter we set g

2
3

= 1; if necessary, fac-
tors of g

2
3

can be reinstated by dimensional analysis.
In the EFT approach one first integrates out the

heavy vector fields, and highly energetic scalars with
p̨ ≥ mA, to construct an EFT for the light scalar fields
[16, 17, 47–49]. At LO this gives equation (6). Sublead-
ing corrections to the EFT action appear at NLO in
the x expansion. These corrections come with integer
powers of x. After vector bosons are integrated out,
the resulting EFT only contains scalars. These scalars
give loop corrections which are suppressed by powers of
⁄3/m3 ≥ x

3/2.
Thus, in the fully coupled gauge-Higgs theory, the

perturbative expansion is a dual expansion in powers
of x and x

3/2 (up to logarithms), or equivalently an
expansion in powers of x

1/2 starting at order x.
That said, the potential to NNLO reads

Ve� = VLO + xVNLO + x
3/2

VNNLO + . . . (7)

Here factors of x only signify the suppression of higher-
order terms. Importantly, the expansion is organized in
powers of x—not by loops.

This x-expansion describes radiatively-induced first-
order phase transitions in an IR-finite and gauge in-
variant manner. The IR-finiteness of the x-expansion
should be contrasted with the IR divergences that start
to appear at two-loops in a strict ~-expansion [19, 20].
In addition, physical quantities would obtain a spurious
gauge dependence if computed by numerically minimiz-
ing the e�ective potential [43, 50] (for an example see

Ref. [13]); whereas the x-expansion is gauge invariant at
every order.

Achieving order-by-order gauge invariance for observ-
ables requires the x-expansion to be performed strictly,
so that all quantities are expanded in powers of x, in-
cluding intermediate quantities such as the Higgs vev.
Doing so leads to asymptotic expansions for gauge-
invariant observables, in terms of the gauge-invariant
expansion parameter x. Order-by-order gauge invariance
then follows from the uniqueness of the coe�cients of
an asymptotic expansion [51]. With this perspective,
the Nielsen-Fukuda-Kugo identities [43, 50] demonstrate
the order-by-order gauge invariance of the free energy
density, which is equal to the gauge-dependent e�ective
action evaluated on solutions that extremize it.

As mentioned, the next-to-leading order (NLO) po-
tential comes from integrating out vector-bosons at two
loops, while contributions from the scalar fields appear
first at NNLO. These should be computed within the
e�ective description for the light scalar fields. Thus,
at LO the squared masses of the Higgs and Goldstone
fields are, respectively,

m
2

H
(„) = ˆ

2

„
VLO, m

2

G
(„) = „

≠1
ˆ„VLO. (8)

Utilising the LO potential rather than the tree-level
potential here resums the Higgs and Goldstone self-
energies to LO in x; see figure 1c.

As mentioned, all quantities, including the minima,
should be expanded in powers of x. For example, the
minimization condition is

ˆ„Ve�(„) |
„=„min

= 0, (9)

where

„min = „LO + x„NLO + . . . , (10)

and „LO solves ˆ„VLO(„) |
„=„LO

= 0. Higher-order
terms of „min are found by using equation (10) in a
Taylor expansion of equation (9).

The e�ective potential evaluated at a minimum rep-
resents the free energy density of that phase. And the
di�erence in free energy density between phases can be
expressed as

�V © [Ve�(„min) ≠ Ve�(0)] (11)

We say that a phase-transition occurs for some crit-
ical mass, or value of y, defined by �V (y = yc) = 0.
From this one can determine the critical temperature Tc

by solving y(Tc) = yc, and using the known temperature
dependence of y for a given 4d model. This critical mass
should also be found order-by-order in x, to wit yc =
yLO + xyNLO + . . .. To leading order the critical mass is
the solution of �VLO = [VLO(„LO) ≠ VLO(0)]

y=yLO
= 0.

And the next-to-leading order critical mass is

yNLO = ≠ �VNLO

ˆy�VLO

----
„=„LO,y=yLO

. (12)

which contributes at O(g4) since m2
G(φ, T ) ∼ O(g3) and mc(φ) ∼ O(g). The resulting LO

effective potential then becomes

V eff
g3 =

1

2
µ2

effφ
2 −

T

12π

[

2m3
B(φ) +m3

L(φ, T )
]

+
1

4
λφ4 , (2.63)

which is ξ-independent.

Proceeding with the tunneling rate calculation, the leading-order bounce is solved from

!φb(x) =
∂V eff

g3

∂φ

∣
∣
∣
∣
φb

. (2.64)

Here ! ≡ ∂i∂i is the 3d Laplacian operator. As in the T = 0 case, one may in principle solve

for corrections to the bounce solution, ∆φ, by including the higher order terms in (2.65).

In general, these corrections enter the lnΓ beyond the two leading orders of interest here.

Exceptions may occur, such as in the thin-wall regime [59]; see the end of Sec. 3.4 for a

detailed discussion. For the action in the derivative expansion, we need expansions of the

effective potential and field renormalization factor

V eff = V eff
g3 + V eff

g4 + V eff

g9/2 + . . . , (2.65)

Z = 1 + Zg + Zg3/2 + . . . . (2.66)

Expressions for V eff
g4 and Zg are given in the accompanying article [1] and we present Zg also

below in Eq. (2.71). We compute both terms in detail within the 3d EFT in Appendix B.

V eff
g4 (Zg) contain contributions from transverse and longitudinal gauge bosons and ghosts at

two-loop (one-loop) level. In addition, V eff
g4 includes the leading difference of Goldstone and

ghost terms at one-loop, Eq. (2.62). Both V eff

g9/2
and Z

g3/2
arise from Higgs loops at one-loop

level, and are not required.

In analogy to the notation of [49,50], we write (the statistical part of) the nucleation rate

as

Σ = Ae−(B0+B1) , (2.67)

B0 = β

∫

d3x

[

V eff
g3 (φb) +

1

2
(∂iφb)

2
]

, (2.68)

B1 = β

∫

d3x

[

V eff
g4 (φb) +

1

2
Zg (∂iφb)

2
]

, (2.69)

where β ≡ 1/T . As at zero-temperature, we do not compute the prefactor A. The g-

dependence of B0,1 follows from the power counting of Eq. (2.54) and the characteristic

bubble size R ∼ µ−1
eff ∼ g−3/2T−1. The latter is determined by the leading-order potential:

∫

d3x ∼ g−9/2T−3 =⇒ B0 ∼ g−3/2 , B1 ∼ g−1/2 . (2.70)
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Gauge invariancewhere the coefficients C,D, D̃ are derived in Appendix B at leading order. However, like at

zero temperature, we merely need the leading-order expression for C and the identities

ξ
∂

∂ξ
V eff
g4 = −Cg

∂

∂φ
V eff
g3 , (2.77)

ξ
∂

∂ξ
Zg = −2

∂

∂φ
Cg , (2.78)

which have been verified to hold in Ref. [1], and which we further validate explicitly within the

3d EFT approach in Appendix B. In particular, both sides of Eq. (2.78) vanish identically

since at leading order the correction to Z is ξ-independent (cf. Eq. (2.71)) and C is φ-

independent (cf. Eq. (B.77)).

At high temperature, the proof that ∂
∂ξB1 = 0 compares to its zero-temperature analog in

Eq. (2.45):

ξ
∂

∂ξ
B1 = ξ

∂

∂ξ
β

∫

d3x
[

V eff
g4 (φb) +

1

2
Zg (∂µφb)

2
]

(Nielsen identity (2.77))

= β

∫

d3x
[

−Cg
∂

∂φ
V eff
g3 (φb)

]

(equation of motion (2.64))

= −Cgβ

∫

d3x
[

!φb
]

(Gauss’s theorem)

= −Cgβ

∫

d2S · (∂φb) (boundary condition)

= 0 . (2.79)

The third line moved Cg outside the integrand due to its φ-independence. Note that the

sequence of steps looks manifestly different from what occurs in (2.45) since the kinetic

contribution to B1 is explicitly gauge invariant as implied by the φ-independence of Cg. Both

cases rely on the vanishing of the surface integral, which follows from the asymptotic behavior

of the bounce solution in Eq (2.73).

This completes the proof of gauge invariance of the exponent B1. In fact, with the help

of the Nielsen identities we reached this conclusion by merely knowing the powercounting

for the next-to-leading order V eff
g4 . Its explicit expression is, however, relevant for numerical

applications. To this end, the next section will employ the technique of high-temperature

dimensional reduction and use 3d effective field theory. This allows us to implement trans-

parently the required thermal resummations and to organize the two-loop level computation

systematically.

Finally, also here one can question whether the derivative expansion is well-behaved since

Eq. (2.62) is an expansion in powers of m2
G/m

2
c , which diverges in the limit φ → 0. But the

situation is similar to zero temperature. Inconsistencies introduced this way in the derivative

expansion enter only at higher orders. For a detailed discussion of non-local terms that are

ignored in the limit φ→ 0, see [59].
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the exponent of the nucleation rate as B = B0 + B1:

B0 = β

∫

d3x

[

V eff
LO

(φb) +
1

2
(∂iφb)

2
]

, (24)

B1 = β

∫

d3x

[

V eff
NLO

(φb) +
1

2
Z

NLO
(φb) (∂iφb)

2
]

, (25)

where β ≡ 1/T . The characteristic length scale R for nu-
cleation is related to the typical bubble size, given by the
inverse mass of the nucleating field R ∼ m−1

H
∼ g−

3

2T−1.
This gives rise to the formal scaling

∫

d3x ∼ g−
9

2T−3.
Together with the power counting for the effective po-
tential and field renormalisation, this establishes the rel-
ative importance of the first two leading exponent terms
of the nucleation rate: B0 ∼ g−

3

2 , B1 ∼ g−
1

2 as al-
ready foreshadowed in Eqs. (3) and (4). Despite the
1/φ behaviour of Z

NLO
(φb), the contribution of the term

Z
NLO

(φb) (∂iφb)
2 is finite also in the region of vanishing

φb [32] (c.f. also [31, 41, 42]).
Because the bounce solution has to be solved numer-

ically from Eq. (23), the exponents B0,1 are necessar-
ily obtained by numerical integration. Nevertheless, their
gauge-independence can still be proven analytically. The
gauge-fixing parameter is absent at leading order since Z
and V eff are both ξ-independent at this order, implying
gauge-independence of both the bounce solution φb and
exponent B0. The gauge-invariance of B1 is not immedi-
ately obvious since V eff

NLO
in Eq. (20) explicitly depends on

ξ. To proceed, we utilise the Nielsen identities [37, 43] in
analogy to [17]. These identities have been discussed in
the context of finite temperature in e.g. [30, 36, 44, 45].
The Nielsen identity (in d-dimensional Euclidean space)

ξ
∂Seff

∂ξ
= −

∫

ddx
δSeff

δφ(x)
C(x) , (26)

relates the variation of the effective action with the gauge
parameter to the corresponding Nielsen functional

C(x) =
ig

2

∫

ddy
〈

χ(x)c(x)c̄(y)

×
[

∂iBi(y) +
√
2gξφχ(y)

]〉

, (27)

which admits a derivative expansion [30]

C(x) = C(φ) +D(φ)(∂µφ)
2 − ∂µ

(

D̃(φ)∂µφ
)

+O(∂4) .
(28)

Together with the expansion of the effective action (2),
this yields the Nielsen identities for the effective potential
and field renormalization factor

ξ
∂

∂ξ
V eff =− C

∂

∂φ
V eff , (29)

ξ
∂

∂ξ
Z =− C

∂

∂φ
Z − 2Z

∂

∂φ
C

− 2D
∂

∂φ
V eff − 2D̃

∂2

∂φ2
V eff . (30)

To employ these relations, we expand them in powers of
g by first quoting the scaling of the Nielsen coefficients

C = CLO +O(g
3

2T ) , CLO = T

√
ξ

16π
g , (31)

D = O(g−1T−3) , D̃ = O(g−1T−2) . (32)

These coefficients are computed at leading order in [30,
32]. We do not need the explicit expressions of D, D̃ be-
cause the terms on the second line of Eq. (30) appear
at O(g2), and are hence suppressed relative to those on
the first line at O(g). The leading order CLO ∼ gT is
independent of the scalar background field φ at finite
temperature. An explicit counting in powers of g in the
identities (29) and (30) yields

ξ
∂

∂ξ
V eff

NLO
= −CLO

∂

∂φ
V eff

LO
, (33)

ξ
∂

∂ξ
ZNLO = −2

∂

∂φ
CLO , (34)

at O(g4T 4) in the first and O(gT ) in the second Nielsen
identity. A combination of the explicit expressions (17),
(20), (22), and (31) readily verifies both identities. In
particular, the equality (34) holds since the NLO field
renormalisation is ξ-independent and at LO C is φ-
independent.
Using the above Nielsen identities, we demonstrate

gauge independence of B1:

ξ
∂

∂ξ
B1 = ξ

∂

∂ξ
β

∫

d3x
[

V eff
NLO

(φb) +
1

2
Z

NLO
(∂µφb)

2
]

(A)
= β

∫

d3x
[

−C
LO

∂

∂φ
V eff

LO
(φb)

]

(B)
= −C

LO
β

∫

d3x
[

!φb

]

(C)
= −C

LO
β

∫

d2S · (∂φb)

(D)
= 0 . (35)

Step (A) uses the Nielsen identity (33) and ξ-
independence of ZNLO; (B) applies the equation of mo-
tion (23) and moves CLO outside the integrand due to its
φ-independence; (C) applies Gauss’s theorem; (D) fol-
lows from the asymptotic behaviour of the bounce solu-
tion at the boundary,

!φb ∼ µ2
eff
φb , φb(∞) = 0 , (36)

=⇒ φb(r) ∼ c
e−µeffr

r
as r → ∞ . (37)

This completes our proof of gauge invariance of the lead-
ing exponential of the nucleation rate.
Figure 1 illustrates the quantitative impact of applying

our framework as compared to the conventional gauge-
dependent approach. Fig. 1 (left) gives the λ-dependence

3

Here, the first and third terms are individually of
O(g2T 2). However, for µ2 < 0, a cancellation between the
first and remaining terms can render the overall sum in
µ2

eff
smaller – parametrised by N > 0 – for some temper-

ature range. Henceforth, we assume a temperature win-
dow where N = 1 and argue below that this occurs in
the vicinity of the phase transition critical temperature
[35, 39].
The assumptions of Eqs. (9)–(12) induce the chain of

thermal scale hierarchies in Eq. (5). Non-zero Matsub-
ara modes have masses ∼ πT . In the unbroken phase
(φ = 0) zero Matsubara modes have the following scales:
Higgs and Goldstone fields have masses ∼ µeff ∼ g

3

2T .
At zero temperature it is sufficient to talk of transverse
and longitudinal modes of the gauge field, but at high
temperatures there is a further splitting of the three
transverse modes into two spatial modes and one tem-
poral. The gauge field temporal mode, B0, has a mass
m̄B0

∼ gT ; while spatial gauge fields remain massless
(mB = 0). In the broken phase (φ > 0), spatial and
temporal gauge bosons, Goldstone and ghost fields have
masses ∼ gφ ∼ gT , while the Higgs field that undergoes
nucleation has parametrically lighter mass ∼ g

3

2T .
The full one-loop effective potential is found using the

following background field dependent mass eigenvalues

m̄2
H
= µ2

eff
+ 3λφ2 , (13)

m̄2
χ = µ2

eff
+ λφ2 + g2ξφ2 , (14)

m̄2
B0

=
1

3
g2T 2 + g2φ2 , (15)

m2
c = g2ξφ2 , m2

B
= g2φ2 , (16)

where masses for the zero Matsubara modes of the Higgs,
Goldstone and temporal gauge field B0 include resummed
thermal corrections e.g. the T 2-term in the third line de-
scribes Debye screening. The mass of the longitudinal
component of the gauge field equals the ghost mass. Nei-
ther spatial gauge fields, nor ghost fields, develop thermal
masses. Based on the power counting in g, the leading
contribution to the effective potential is of O(g3T 4) and
reads

V eff
LO

=
1

2
µ2

eff
φ2 +

1

4
λφ4

−
g3T

12π

[

2φ3 +
(1

3
T 2 + φ2

)
3

2
]

, (17)

where the second line is the transverse gauge field con-
tribution and the second term therein corresponds to the
Debye mass (15) of the temporal mode. Near the phase
transition, all terms in the potential should be approxi-
mately of the same order of magnitude which is assured
by construction, given the assumed power counting in g
in Eqs. (9)–(12). The leading-order potential of Eq. (17)
at O(g3T 4) is gauge invariant.
The one-loop contribution to the effective potential

from the longitudinal gauge field, Goldstone field, and

ghost fields is

−
T

12π

(

m̄3
χ −m3

c

)

∼ O(g4T 4) . (18)

Note that ghosts contribute with a relative minus sign to
other fields. These contributions give rise to an explicit
ξ dependence, but these terms are of higher order com-
pared to Eq. (17) due to a cancellation at leading order.
Below we include the remaining O(g4T 4) terms at NLO
in the effective potential which expands as

V eff = V eff
LO

+ V eff
NLO

+O(g
9

2 T 4) , (19)

where

V eff
NLO

=
1

(4π)2

{

g4T 2φ2

(

− 1 + ln
(4g2φ2

Λ2

)

)

+
√

ξgTφ
(

g3Tφ− 2π(µ2
eff

+ λφ2)
)

+ g4T 2

[

1

2

√

ξφ

√

1

3
T 2 + φ2

+
1

2
φ2

(

− 1 + ln
(4g2(13T

2 + φ2)

Λ2

)

)]}

. (20)

The last term on the second line originates from the one-
loop Goldstone-ghost contribution in Eq. (18), and the
last two lines correspond to the two-loop contributions of
the B0 field. The remaining terms result from two-loop
diagrams with spatial gauge fields, ghosts and scalars
(χ,H). The O(g

9

2T 4) term in Eq. (19) arises at one-loop
order from the Higgs field.
Consistent treatment of the effective action (2) at NLO

also requires the inclusion of field renormalization:

Z = 1 + ZNLO +O(g
3

2 ) , (21)

where

ZNLO(φ) =
gT

48π

[

−
22

φ
+

φ2

(13T
2 + φ2)

3

2

]

. (22)

The first term is from the two spatial modes and ghosts
and the second term is from the temporal mode. No-
tably, at order O(g) the field renormalisation is indepen-
dent of the gauge-fixing parameter. Higher order terms
at O(g

3

2 ) arise from two-loop diagrams involving gauge,
ghost and Goldstone fields, and one-loop diagrams with
internal Higgs legs.
In the semiclassical approximation, the background

field extremizes the leading-order action and can be found
from the equation of motion for the leading-order poten-
tial

∇2φb(x) =
∂V eff

LO

∂φ

∣

∣

∣

∣

φ=φb

,

{

φb(∞) = 0

φ′
b(0) = 0

, (23)

where ∇2 ≡ ∂i∂i is the three-dimensional Laplacian op-
erator, and φb is the “bounce solution” [40]. We expand



Gauge invariancewhere the coefficients C,D, D̃ are derived in Appendix B at leading order. However, like at

zero temperature, we merely need the leading-order expression for C and the identities

ξ
∂

∂ξ
V eff
g4 = −Cg

∂

∂φ
V eff
g3 , (2.77)

ξ
∂

∂ξ
Zg = −2

∂

∂φ
Cg , (2.78)

which have been verified to hold in Ref. [1], and which we further validate explicitly within the

3d EFT approach in Appendix B. In particular, both sides of Eq. (2.78) vanish identically

since at leading order the correction to Z is ξ-independent (cf. Eq. (2.71)) and C is φ-

independent (cf. Eq. (B.77)).

At high temperature, the proof that ∂
∂ξB1 = 0 compares to its zero-temperature analog in

Eq. (2.45):

ξ
∂

∂ξ
B1 = ξ

∂

∂ξ
β

∫

d3x
[

V eff
g4 (φb) +

1

2
Zg (∂µφb)

2
]

(Nielsen identity (2.77))

= β

∫

d3x
[

−Cg
∂

∂φ
V eff
g3 (φb)

]

(equation of motion (2.64))

= −Cgβ

∫

d3x
[

!φb
]

(Gauss’s theorem)

= −Cgβ

∫

d2S · (∂φb) (boundary condition)

= 0 . (2.79)

The third line moved Cg outside the integrand due to its φ-independence. Note that the

sequence of steps looks manifestly different from what occurs in (2.45) since the kinetic

contribution to B1 is explicitly gauge invariant as implied by the φ-independence of Cg. Both

cases rely on the vanishing of the surface integral, which follows from the asymptotic behavior

of the bounce solution in Eq (2.73).

This completes the proof of gauge invariance of the exponent B1. In fact, with the help

of the Nielsen identities we reached this conclusion by merely knowing the powercounting

for the next-to-leading order V eff
g4 . Its explicit expression is, however, relevant for numerical

applications. To this end, the next section will employ the technique of high-temperature

dimensional reduction and use 3d effective field theory. This allows us to implement trans-

parently the required thermal resummations and to organize the two-loop level computation

systematically.

Finally, also here one can question whether the derivative expansion is well-behaved since

Eq. (2.62) is an expansion in powers of m2
G/m

2
c , which diverges in the limit φ → 0. But the

situation is similar to zero temperature. Inconsistencies introduced this way in the derivative

expansion enter only at higher orders. For a detailed discussion of non-local terms that are

ignored in the limit φ→ 0, see [59].
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4

the exponent of the nucleation rate as B = B0 + B1:

B0 = β

∫

d3x

[

V eff
LO

(φb) +
1

2
(∂iφb)

2
]

, (24)

B1 = β

∫

d3x

[

V eff
NLO

(φb) +
1

2
Z

NLO
(φb) (∂iφb)

2
]

, (25)

where β ≡ 1/T . The characteristic length scale R for nu-
cleation is related to the typical bubble size, given by the
inverse mass of the nucleating field R ∼ m−1

H
∼ g−

3

2T−1.
This gives rise to the formal scaling

∫

d3x ∼ g−
9

2T−3.
Together with the power counting for the effective po-
tential and field renormalisation, this establishes the rel-
ative importance of the first two leading exponent terms
of the nucleation rate: B0 ∼ g−

3

2 , B1 ∼ g−
1

2 as al-
ready foreshadowed in Eqs. (3) and (4). Despite the
1/φ behaviour of Z

NLO
(φb), the contribution of the term

Z
NLO

(φb) (∂iφb)
2 is finite also in the region of vanishing

φb [32] (c.f. also [31, 41, 42]).
Because the bounce solution has to be solved numer-

ically from Eq. (23), the exponents B0,1 are necessar-
ily obtained by numerical integration. Nevertheless, their
gauge-independence can still be proven analytically. The
gauge-fixing parameter is absent at leading order since Z
and V eff are both ξ-independent at this order, implying
gauge-independence of both the bounce solution φb and
exponent B0. The gauge-invariance of B1 is not immedi-
ately obvious since V eff

NLO
in Eq. (20) explicitly depends on

ξ. To proceed, we utilise the Nielsen identities [37, 43] in
analogy to [17]. These identities have been discussed in
the context of finite temperature in e.g. [30, 36, 44, 45].
The Nielsen identity (in d-dimensional Euclidean space)

ξ
∂Seff

∂ξ
= −

∫

ddx
δSeff

δφ(x)
C(x) , (26)

relates the variation of the effective action with the gauge
parameter to the corresponding Nielsen functional

C(x) =
ig

2

∫

ddy
〈

χ(x)c(x)c̄(y)

×
[

∂iBi(y) +
√
2gξφχ(y)

]〉

, (27)

which admits a derivative expansion [30]

C(x) = C(φ) +D(φ)(∂µφ)
2 − ∂µ

(

D̃(φ)∂µφ
)

+O(∂4) .
(28)

Together with the expansion of the effective action (2),
this yields the Nielsen identities for the effective potential
and field renormalization factor

ξ
∂

∂ξ
V eff =− C

∂

∂φ
V eff , (29)

ξ
∂

∂ξ
Z =− C

∂

∂φ
Z − 2Z

∂

∂φ
C

− 2D
∂

∂φ
V eff − 2D̃

∂2

∂φ2
V eff . (30)

To employ these relations, we expand them in powers of
g by first quoting the scaling of the Nielsen coefficients

C = CLO +O(g
3

2T ) , CLO = T

√
ξ

16π
g , (31)

D = O(g−1T−3) , D̃ = O(g−1T−2) . (32)

These coefficients are computed at leading order in [30,
32]. We do not need the explicit expressions of D, D̃ be-
cause the terms on the second line of Eq. (30) appear
at O(g2), and are hence suppressed relative to those on
the first line at O(g). The leading order CLO ∼ gT is
independent of the scalar background field φ at finite
temperature. An explicit counting in powers of g in the
identities (29) and (30) yields

ξ
∂

∂ξ
V eff

NLO
= −CLO

∂

∂φ
V eff

LO
, (33)

ξ
∂

∂ξ
ZNLO = −2

∂

∂φ
CLO , (34)

at O(g4T 4) in the first and O(gT ) in the second Nielsen
identity. A combination of the explicit expressions (17),
(20), (22), and (31) readily verifies both identities. In
particular, the equality (34) holds since the NLO field
renormalisation is ξ-independent and at LO C is φ-
independent.
Using the above Nielsen identities, we demonstrate

gauge independence of B1:

ξ
∂

∂ξ
B1 = ξ

∂

∂ξ
β

∫

d3x
[

V eff
NLO

(φb) +
1

2
Z

NLO
(∂µφb)

2
]

(A)
= β

∫

d3x
[

−C
LO

∂

∂φ
V eff

LO
(φb)

]

(B)
= −C

LO
β

∫

d3x
[

!φb

]

(C)
= −C

LO
β

∫

d2S · (∂φb)

(D)
= 0 . (35)

Step (A) uses the Nielsen identity (33) and ξ-
independence of ZNLO; (B) applies the equation of mo-
tion (23) and moves CLO outside the integrand due to its
φ-independence; (C) applies Gauss’s theorem; (D) fol-
lows from the asymptotic behaviour of the bounce solu-
tion at the boundary,

!φb ∼ µ2
eff
φb , φb(∞) = 0 , (36)

=⇒ φb(r) ∼ c
e−µeffr

r
as r → ∞ . (37)

This completes our proof of gauge invariance of the lead-
ing exponential of the nucleation rate.
Figure 1 illustrates the quantitative impact of applying

our framework as compared to the conventional gauge-
dependent approach. Fig. 1 (left) gives the λ-dependence

3

Here, the first and third terms are individually of
O(g2T 2). However, for µ2 < 0, a cancellation between the
first and remaining terms can render the overall sum in
µ2

eff
smaller – parametrised by N > 0 – for some temper-

ature range. Henceforth, we assume a temperature win-
dow where N = 1 and argue below that this occurs in
the vicinity of the phase transition critical temperature
[35, 39].
The assumptions of Eqs. (9)–(12) induce the chain of

thermal scale hierarchies in Eq. (5). Non-zero Matsub-
ara modes have masses ∼ πT . In the unbroken phase
(φ = 0) zero Matsubara modes have the following scales:
Higgs and Goldstone fields have masses ∼ µeff ∼ g

3

2T .
At zero temperature it is sufficient to talk of transverse
and longitudinal modes of the gauge field, but at high
temperatures there is a further splitting of the three
transverse modes into two spatial modes and one tem-
poral. The gauge field temporal mode, B0, has a mass
m̄B0

∼ gT ; while spatial gauge fields remain massless
(mB = 0). In the broken phase (φ > 0), spatial and
temporal gauge bosons, Goldstone and ghost fields have
masses ∼ gφ ∼ gT , while the Higgs field that undergoes
nucleation has parametrically lighter mass ∼ g

3

2T .
The full one-loop effective potential is found using the

following background field dependent mass eigenvalues

m̄2
H
= µ2

eff
+ 3λφ2 , (13)

m̄2
χ = µ2

eff
+ λφ2 + g2ξφ2 , (14)

m̄2
B0

=
1

3
g2T 2 + g2φ2 , (15)

m2
c = g2ξφ2 , m2

B
= g2φ2 , (16)

where masses for the zero Matsubara modes of the Higgs,
Goldstone and temporal gauge field B0 include resummed
thermal corrections e.g. the T 2-term in the third line de-
scribes Debye screening. The mass of the longitudinal
component of the gauge field equals the ghost mass. Nei-
ther spatial gauge fields, nor ghost fields, develop thermal
masses. Based on the power counting in g, the leading
contribution to the effective potential is of O(g3T 4) and
reads

V eff
LO

=
1

2
µ2

eff
φ2 +

1

4
λφ4

−
g3T

12π

[

2φ3 +
(1

3
T 2 + φ2

)
3

2
]

, (17)

where the second line is the transverse gauge field con-
tribution and the second term therein corresponds to the
Debye mass (15) of the temporal mode. Near the phase
transition, all terms in the potential should be approxi-
mately of the same order of magnitude which is assured
by construction, given the assumed power counting in g
in Eqs. (9)–(12). The leading-order potential of Eq. (17)
at O(g3T 4) is gauge invariant.
The one-loop contribution to the effective potential

from the longitudinal gauge field, Goldstone field, and

ghost fields is

−
T

12π

(

m̄3
χ −m3

c

)

∼ O(g4T 4) . (18)

Note that ghosts contribute with a relative minus sign to
other fields. These contributions give rise to an explicit
ξ dependence, but these terms are of higher order com-
pared to Eq. (17) due to a cancellation at leading order.
Below we include the remaining O(g4T 4) terms at NLO
in the effective potential which expands as

V eff = V eff
LO

+ V eff
NLO

+O(g
9

2 T 4) , (19)

where

V eff
NLO

=
1

(4π)2

{

g4T 2φ2

(

− 1 + ln
(4g2φ2

Λ2

)

)

+
√

ξgTφ
(

g3Tφ− 2π(µ2
eff

+ λφ2)
)

+ g4T 2

[

1

2

√

ξφ

√

1

3
T 2 + φ2

+
1

2
φ2

(

− 1 + ln
(4g2(13T

2 + φ2)

Λ2

)

)]}

. (20)

The last term on the second line originates from the one-
loop Goldstone-ghost contribution in Eq. (18), and the
last two lines correspond to the two-loop contributions of
the B0 field. The remaining terms result from two-loop
diagrams with spatial gauge fields, ghosts and scalars
(χ,H). The O(g

9

2T 4) term in Eq. (19) arises at one-loop
order from the Higgs field.
Consistent treatment of the effective action (2) at NLO

also requires the inclusion of field renormalization:

Z = 1 + ZNLO +O(g
3

2 ) , (21)

where

ZNLO(φ) =
gT

48π

[

−
22

φ
+

φ2

(13T
2 + φ2)

3

2

]

. (22)

The first term is from the two spatial modes and ghosts
and the second term is from the temporal mode. No-
tably, at order O(g) the field renormalisation is indepen-
dent of the gauge-fixing parameter. Higher order terms
at O(g

3

2 ) arise from two-loop diagrams involving gauge,
ghost and Goldstone fields, and one-loop diagrams with
internal Higgs legs.
In the semiclassical approximation, the background

field extremizes the leading-order action and can be found
from the equation of motion for the leading-order poten-
tial

∇2φb(x) =
∂V eff

LO

∂φ

∣

∣

∣

∣

φ=φb

,

{

φb(∞) = 0

φ′
b(0) = 0

, (23)

where ∇2 ≡ ∂i∂i is the three-dimensional Laplacian op-
erator, and φb is the “bounce solution” [40]. We expand

4

the exponent of the nucleation rate as B = B0 + B1:

B0 = β

∫

d3x

[

V eff
LO

(φb) +
1

2
(∂iφb)

2
]

, (24)

B1 = β

∫

d3x

[

V eff
NLO

(φb) +
1

2
Z

NLO
(φb) (∂iφb)

2
]

, (25)

where β ≡ 1/T . The characteristic length scale R for nu-
cleation is related to the typical bubble size, given by the
inverse mass of the nucleating field R ∼ m−1

H
∼ g−

3

2T−1.
This gives rise to the formal scaling

∫

d3x ∼ g−
9

2T−3.
Together with the power counting for the effective po-
tential and field renormalisation, this establishes the rel-
ative importance of the first two leading exponent terms
of the nucleation rate: B0 ∼ g−

3

2 , B1 ∼ g−
1

2 as al-
ready foreshadowed in Eqs. (3) and (4). Despite the
1/φ behaviour of Z

NLO
(φb), the contribution of the term

Z
NLO

(φb) (∂iφb)
2 is finite also in the region of vanishing

φb [32] (c.f. also [31, 41, 42]).
Because the bounce solution has to be solved numer-

ically from Eq. (23), the exponents B0,1 are necessar-
ily obtained by numerical integration. Nevertheless, their
gauge-independence can still be proven analytically. The
gauge-fixing parameter is absent at leading order since Z
and V eff are both ξ-independent at this order, implying
gauge-independence of both the bounce solution φb and
exponent B0. The gauge-invariance of B1 is not immedi-
ately obvious since V eff

NLO
in Eq. (20) explicitly depends on

ξ. To proceed, we utilise the Nielsen identities [37, 43] in
analogy to [17]. These identities have been discussed in
the context of finite temperature in e.g. [30, 36, 44, 45].
The Nielsen identity (in d-dimensional Euclidean space)

ξ
∂Seff

∂ξ
= −

∫

ddx
δSeff

δφ(x)
C(x) , (26)

relates the variation of the effective action with the gauge
parameter to the corresponding Nielsen functional

C(x) =
ig

2

∫

ddy
〈

χ(x)c(x)c̄(y)

×
[

∂iBi(y) +
√
2gξφχ(y)

]〉

, (27)

which admits a derivative expansion [30]

C(x) = C(φ) +D(φ)(∂µφ)
2 − ∂µ

(

D̃(φ)∂µφ
)

+O(∂4) .
(28)

Together with the expansion of the effective action (2),
this yields the Nielsen identities for the effective potential
and field renormalization factor

ξ
∂

∂ξ
V eff =− C

∂

∂φ
V eff , (29)

ξ
∂

∂ξ
Z =− C

∂

∂φ
Z − 2Z

∂

∂φ
C

− 2D
∂

∂φ
V eff − 2D̃

∂2

∂φ2
V eff . (30)

To employ these relations, we expand them in powers of
g by first quoting the scaling of the Nielsen coefficients

C = CLO +O(g
3

2T ) , CLO = T

√
ξ

16π
g , (31)

D = O(g−1T−3) , D̃ = O(g−1T−2) . (32)

These coefficients are computed at leading order in [30,
32]. We do not need the explicit expressions of D, D̃ be-
cause the terms on the second line of Eq. (30) appear
at O(g2), and are hence suppressed relative to those on
the first line at O(g). The leading order CLO ∼ gT is
independent of the scalar background field φ at finite
temperature. An explicit counting in powers of g in the
identities (29) and (30) yields

ξ
∂

∂ξ
V eff

NLO
= −CLO

∂

∂φ
V eff

LO
, (33)

ξ
∂

∂ξ
ZNLO = −2

∂

∂φ
CLO , (34)

at O(g4T 4) in the first and O(gT ) in the second Nielsen
identity. A combination of the explicit expressions (17),
(20), (22), and (31) readily verifies both identities. In
particular, the equality (34) holds since the NLO field
renormalisation is ξ-independent and at LO C is φ-
independent.
Using the above Nielsen identities, we demonstrate

gauge independence of B1:

ξ
∂

∂ξ
B1 = ξ

∂

∂ξ
β

∫

d3x
[

V eff
NLO

(φb) +
1

2
Z

NLO
(∂µφb)

2
]

(A)
= β

∫

d3x
[

−C
LO

∂

∂φ
V eff

LO
(φb)

]

(B)
= −C

LO
β

∫

d3x
[

!φb

]

(C)
= −C

LO
β

∫

d2S · (∂φb)

(D)
= 0 . (35)

Step (A) uses the Nielsen identity (33) and ξ-
independence of ZNLO; (B) applies the equation of mo-
tion (23) and moves CLO outside the integrand due to its
φ-independence; (C) applies Gauss’s theorem; (D) fol-
lows from the asymptotic behaviour of the bounce solu-
tion at the boundary,

!φb ∼ µ2
eff
φb , φb(∞) = 0 , (36)

=⇒ φb(r) ∼ c
e−µeffr

r
as r → ∞ . (37)

This completes our proof of gauge invariance of the lead-
ing exponential of the nucleation rate.
Figure 1 illustrates the quantitative impact of applying

our framework as compared to the conventional gauge-
dependent approach. Fig. 1 (left) gives the λ-dependence



Recommendations

• Establish that an LO potential with correct behaviour exists 

• When calculating nucleation rates, pay close attention to 
1. The hierarchy of scales 
2. How to generate a barrier 

• Use EFTs + strict expansions! (Do not mix orders in the perturbative expansion.) 

• Go forth and count powers!



Thank you!



Bonus: Future Work

• Apply the methods to phenomenological models (2HDMs, SMEFT, …) 

• Extend the methods to higher orders to probe general behaviour of perturbation 
theory 

• “What does a ghost weigh?” — I.e. what does it mean to integrate out a non-physical 
field?



Bonus: “The Laundry List”
Stop comparing resummation methods, JL, 2301.05197 

•Gauge dependence 
•Strong renormalization scale dependence 
•The Goldstone boson catastrophe 
•IR divergences 
•Imaginary potentials 
•Mirages 
•Perturbative breakdown 
•Resummation method dependence 
•Linear terms

https://arxiv.org/abs/2301.05197


Bonus: “The Laundry List” — Dissolved
Stop comparing resummation methods, JL, 2301.05197 

•Gauge dependence 
•Strong renormalization scale dependence 
•The Goldstone boson catastrophe 
•IR divergences 
•Imaginary potentials 
•Mirages 
•Perturbative breakdown 
•Resummation method dependence 
•Linear terms

•Use EFTs together with strict 
expansions! 

•Take perturbation theory seriously 

•Use hierarchies of scales to guide 
your thinking

https://arxiv.org/abs/2301.05197


Bonus: Numerical Results

This leftover gauge-dependence immediately signals an
inconsistency, as the computation of a physical quantity
should contain no ξ dependence.
By denoting the difference between the two approaches as

ΔS3 ≡ S1-loop3 − ðB0 þ B1Þ, ΔS3 contains the ξ-dependent
terms. Within the context of the power counting of
Eqs. (11)–(13), these ξ-dependent terms are formally
NNLO, i.e., Oðg0Þ and beyond, since they do not enter
B0 þ B1. Indeed, the organization of the perturbative expan-
sion provided herein allows one to clearly identify the
origin—as a function of g—of the ξ dependence in the
“conventional” approach. As a framework for obtaining a
ξ-independent computation to a given order in g, our
framework also delineates the limits of validity of the
perturbative series—also as a function of g—when imple-
mented in combination with the derivative expansion.
For a discussion of other theoretical inconsistencies

encountered in the “conventional” approach, such as the
appearance of an imaginary part in S3 and double counting of
contributions from the nucleating field, see Refs. [34,54,55].
The renormalization scale dependence of the results in Fig. 1,
that can be used to monitor the accuracy of perturbation
theory (cf. Refs. [54,56]), is further discussed in Ref. [35].
The framework presented in this Letter provides a way to

obtain a gauge-independent, perturbative estimate of the
thermal nucleation rate in the presence of radiative barriers.
While we have worked in the Abelian Higgs model along
the lines of previous literature [17,33], our framework
readily generalizes to more complicated gauge field the-
ories, with radiatively generated barrier, and our practical
approach can facilitate corresponding model-building
phenomenological studies. Ultimately, one must assess
the quantitative and qualitative reliability of perturbative
nucleation rate computations through comparison with

nonperturbative calculations (see Refs. [15,57]). A mean-
ingful comparison requires a well-defined, gauge-invariant
perturbative computation, which the framework presented
herein provides.
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with g2 ¼ 0.1 and M ¼ 100, where M and T are in arbitrary units of mass. Left: the dimensionless ratio L=T4

c as a function of λ at LO
(black dashed) and NLO (black solid). Right: the action S3=T ¼ B0 þ B1 as a function of temperature at λ ¼ 0.001 (black solid). For
comparison, both panels illustrate the conventional gauge-dependent determination, wherein the light gray band shows the variation of
the gauge-fixing parameter in the range of ξ ¼ ½0; 4&.
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This leftover gauge-dependence immediately signals an
inconsistency, as the computation of a physical quantity
should contain no ξ dependence.
By denoting the difference between the two approaches as

ΔS3 ≡ S1-loop3 − ðB0 þ B1Þ, ΔS3 contains the ξ-dependent
terms. Within the context of the power counting of
Eqs. (11)–(13), these ξ-dependent terms are formally
NNLO, i.e., Oðg0Þ and beyond, since they do not enter
B0 þ B1. Indeed, the organization of the perturbative expan-
sion provided herein allows one to clearly identify the
origin—as a function of g—of the ξ dependence in the
“conventional” approach. As a framework for obtaining a
ξ-independent computation to a given order in g, our
framework also delineates the limits of validity of the
perturbative series—also as a function of g—when imple-
mented in combination with the derivative expansion.
For a discussion of other theoretical inconsistencies

encountered in the “conventional” approach, such as the
appearance of an imaginary part in S3 and double counting of
contributions from the nucleating field, see Refs. [34,54,55].
The renormalization scale dependence of the results in Fig. 1,
that can be used to monitor the accuracy of perturbation
theory (cf. Refs. [54,56]), is further discussed in Ref. [35].
The framework presented in this Letter provides a way to

obtain a gauge-independent, perturbative estimate of the
thermal nucleation rate in the presence of radiative barriers.
While we have worked in the Abelian Higgs model along
the lines of previous literature [17,33], our framework
readily generalizes to more complicated gauge field the-
ories, with radiatively generated barrier, and our practical
approach can facilitate corresponding model-building
phenomenological studies. Ultimately, one must assess
the quantitative and qualitative reliability of perturbative
nucleation rate computations through comparison with

nonperturbative calculations (see Refs. [15,57]). A mean-
ingful comparison requires a well-defined, gauge-invariant
perturbative computation, which the framework presented
herein provides.
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