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when? (the timing of reionization) 

who? (the sources that ionized the universe) 

how? (the shapes/sizes of the ionized regions)

 The frontier in  completing the physical story of cosmic history is  to 
understand cosmic reionization -- the transformation of neutral hydrogen, 
mostly located outside galaxies in  an intergalactic medium (IGM) -- into 
an ionized state. Neutral hydrogen first formed 370,000 years after the 
Big  Bang and released the radiation presently observed as  the cosmic 
microwave background (CMB)1.  Initially devoid of sources of light, the 
universe then entered  a period termed the ‘Dark Ages’2 until the first stars 
formed from overdense clouds of hydrogen gas that cooled and collapsed 
within early cosmic structures. Observations of distant quasars3 
demonstrate that  the IGM has been highly ionized since the universe was 
~1 billion years old, and the transition from a neutral medium is 
popularly interpreted as arising from ionizing photons with energies 
greater than 13.6eV (wavelength λ<91.2 nm) generated by primitive stars 
and galaxies4 (Fig. 1).

Astronomers wish to confirm the connection between early galaxies 
and reionization because detailed  studies of this period of cosmic history 
will  reveal the physical  processes that originally  shaped the galaxies of 
various luminosities  and masses we see around us today. Alternative 
sources of reionizing photons include material collapsing onto early black 

holes that  power active galactic nuclei, and decaying elementary 
particles. Verifying that star-forming galaxies were responsible for 
cosmic reionization requires understanding how many energetic 
ultraviolet (UV) photons were produced by young stars at early times  and 
what fraction of photons capable of ionizing hydrogen outside galaxies 
escaped without being intercepted by clouds of dust  and hydrogen within 
galaxies.  Astronomers desire accurate measurements of the abundance of 
early galaxies and the distribution of their luminosities to quantify the 
number of sources producing energetic photons, as  well as a 
determination of the mixture of stars, gas, and dust  in galaxies to 
ascertain the likelihood the UV radiation can escape to ionize the IGM5,6. 
The Lyman α emission line, detectable using spectrographs on large 
ground-based telescopes, is a valuable additional diagnostic given it is 
easily erased by  neutral  gas  outside galaxies7-12. Its observed strength in 
distant galaxies is therefore a sensitive gauge of the latest time when 
reionization was completed. 

In this primarily observational review, we discuss substantial  progress 
that now points towards a fundamental  connection between early galaxies 
and reionization.  Recent observations with  the Hubble Space Telescope 
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Early star-forming galaxies and the 
reionization of the Universe

Star forming galaxies represent a valuable tracer of cosmic history. Recent observational progress with 
Hubble Space Telescope has led to the discovery and study of the earliest-known galaxies corresponding 
to a period when the Universe was only ~800 million years old. Intense ultraviolet radiation from these 
early galaxies probably induced a major event in cosmic history: the reionization of intergalactic 
hydrogen.  New techniques are being developed to understand the properties of these most distant 
galaxies and determine their influence on the evolution of the universe.
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Figure 1: Cosmic Reionization The transition  from the neutral 
intergalactic medium (IGM) left  after the universe recombined at z~1100 
to  the fully ionized IGM observed today is termed cosmic reionization.  
After recombination, when the cosmic background radiation (CBR) 
currently observed in microwaves was released, hydrogen in the IGM 
remained neutral until the first stars and galaxies2,4 formed at z~15-30.  
These primordial systems released energetic ultraviolet photons capable 

of ionizing local bubbles of hydrogen gas.  As the abundance of these 
early galaxies  increased, the bubbles increasingly overlapped and 
progressively larger volumes became ionized.  This reionization process 
completed at  z~6-8, approximately 1 Gyr after the Big Bang.  At lower 
redshifts, the IGM remains highly ionized through radiation provided by 
star-forming galaxies and the gas accretion onto supermassive black 
holes that powers quasars. 
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There are now hundreds of quasars known above redshift 6
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XQR-30: the ultimate XSHOOTER quasar 
sample at the reionization epoch

Figure from Christina Eilers
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The XQR-30 quasar sample 15

Figure 10. Comparison of the properties of E-XQR-30 (star) with other
spectroscopic surveys of quasars at I ⇠ 6 in terms of spectral resolution,
median SNR and number of targets (color scale in the sidebar).

redshift range 2 <⇠ I
<⇠ 6.5. Each system shows absorption in one or

more of the following ions: Mg �� (360 systems), Fe �� (184), C �� (46),
C �� (479), Si �� (127), and N � (13). This catalog significantly ex-
pands on existing samples of I >⇠ 5 absorbers, especially for C �� and
Si �� which are important probes of the ionizing photon background
at high redshift. The catalogue has been released through a public
github repository8 along with completeness statistics and a Python
script to compute the absorption search path for di�erent ions and
redshift ranges.

7 SUMMARY OF PUBLISHED RESULTS

At the time of writing, several results have been published by the
XQR-30 collaboration based on large quasar samples mainly built on
the high-quality E-XQR-30 spectra. We briefly summarize them in
the following.

The last phases of the reionization process have been studied with
several statistical indicators derived from the quasar spectra. The
main result, common to all studies, is that when comparing observ-
ables with simulations a fully ionized IGM with a homogeneous UVB
is disfavored by the data down to I ' 5.3. In Bosman et al. (2022), an
improved measurements of the mean LyU transmission in the redshift
range 4.9 < I < 6.1 is derived from a sample of 67 quasar sightlines
with Iem > 5.5. The sample includes the E-XQR-30 spectra (exclud-
ing 5 objects with strong BAL systems and QSO J0439+1634 whose
XSHOOTER spectrum was not available at the time) plus other 15
XSHOOTER and 16 Keck ESI quasar spectra. We find excellent
agreement between the observed LyU transmission distributions and
the homogeneous-UVB simulations Sherwood (Bolton et al. 2017)
and Nyx (Almgren et al. 2013) up to I  5.2 (< 1f), and mild ten-
sion (⇠ 2.5f) at I = 5.3. Homogeneous UVB models are ruled out
by excess LyU transmission scatter at I � 5.4 with high confidence
(> 3.5f). Our results indicate that reionization-related fluctuations,
whether in the UVB, residual neutral hydrogen fraction, and/or IGM
temperature, persist in the IGM until at least I = 5.3 (C = 1.1 Gyr
after the Big Bang), strongly suggesting a late end to reionization.

Two works investigate the statistics of the "dark gaps", in the LyU

8 https://github.com/XQR-30/Metal-catalogue

and LyV forests (Zhu et al. 2021, 2022, respectively). Dark gaps are
contiguous regions of strong absorption which could be created by
regions of neutral IGM and/or low UV background (e.g. Nasir &
D’Aloisio 2020). For the analysis in the LyU forest, we use high-
SNR spectra of 55 quasars at Iem > 5.5 taken with XSHOOTER
(35 belonging to E-XQR-30) and Keck ESI. Focusing on the fraction
of sightlines containing dark gaps of length ! � 30 ⌘

�1 Mpc as
a function of redshift, �30, we measure �30 ' 0.9, 0.6, and 0.15 at
I = 6.0, 5.8, and 5.6, respectively, with the last of these long dark gaps
persisting down to I ' 5.3. Furthermore, nine ultralong (! > 80⌘�1

Mpc) dark gaps are identified at I < 6. The presence of long dark
gaps at these redshifts demonstrates that large regions of the IGM
remain opaque to LyU down to I ' 5.3. For what concern the LyV
forest, the sample is reduced to the 42 quasars with the best SNR
at 5.77  Iem  6.31. We show that about 80 %, 40 %, and 10 %
of quasar spectra exhibit long (! � 10⌘�1 Mpc) dark gaps in their
LyV forest9 at I ' 6.0, 5.8, and 5.6, respectively. Among these gaps,
we detect a very long (! = 28⌘�1 Mpc) and dark (ge�

>⇠ 6) LyV gap
extending down to I ' 5.5 toward the Iem = 5.816 quasar PSO J025-
11. Finally, we infer constraints on hGHIi over 5.5 <⇠ I

<⇠ 6.0 based
on the observed LyV dark gap length distribution and a conservative
relationship between gap length and neutral fraction derived from
simulations. We find hGHIi  0.05, 0.17, and 0.29 at I ' 5.55, 5.75,
and 5.95, respectively.

The proximity zone, due to the enhanced radiation near a luminous
quasar, is the only region where it is possible to characterize the
density field in high-redshift quasar spectra which otherwise show
heavily saturated LyU absorption. Using a sample of 10 quasar spectra
from the E-XQR-30 survey, Chen et al. (2022) measure the density
fields in their proximity zones out to ⇠ 20 cMpc for the first time.
The recovered density cumulative distribution function (CDF) is in
excellent agreement with the modeled one from the CROC simulation
(Gnedin 2014; Chen & Gnedin 2021) between 1.5 and 3 pMpc from
the quasar, where the halo-mass bias is low. This region is far away
from the quasar hosts and hence approaching the mean density of the
universe, which allows us to use the CDF to set constraints on the
cosmological parameter f8 = 0.6 ± 0.3. The uncertainty is mainly
due to the limited number of high-quality quasar sightlines currently
available. In the region closer to the quasar, within 1.5 pMpc, we
find that the density is higher than predicted in the simulation by
1.23±0.17, suggesting that the typical host dark matter halo mass of a
bright quasar ("1450 < �26.5) at I ⇠ 6 is log10 "⌘

/"� = 12.5+0.4
�0.7.

As opposed to di�culty of detecting H � LyU forest lines in spectra
of high-redshift quasars, heavy element absorbers are readily de-
tected redward of the LyU emission. They are fundamental probes of
the ionization state and chemical composition of the circumgalactic
and intergalactic medium near the end of the EoR. In Davies et al.
(2023a), we have carried out a systematic analysis in all the quasar
spectra of the E-XQR-30 sample to create a catalogue of 778 inter-
vening absorption systems in the range 2 <⇠ I

<⇠ 6.5 with Voigt fit
parameters and completeness estimates. The catalogue of absorbers
together with all parameters derived from the Voigt profile fitting
have been released to the public10. The redshift evolution of the
statistical properties of C �� absorption lines over 4.3 <⇠ I

<⇠ 6.3 is
presented in Davies et al. (2023b). We find that the C �� cosmic mass
density (⌦CIV) decreases by a factor of 4.7 ± 2.0 over the ⇠ 300
Myr interval between I ' 4.7 and I ' 5.8. Assuming that the carbon
content of the absorbing gas evolves as the integral of the cosmic star

9 Note that LyV dark gaps are required to be dark in the LyU forest too.
10 https://github.com/XQR-30/
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Figure 2: Ly↵ forest spectral region for three quasars chosen to span a large range in

redshift. The HST/STIS spectrum of PG1634+706 was provided by X. Prochaska, the

VLT/UVES spectrum of HE2347-4342 by C. Fechner (Fechner & Reimers 2007), and the

VLT/X-Shooter spectrum by G. Becker (D’Odorico et al. 2013).

the ultraviolet flux blueward of 912Å, especially for z & 2 sightlines). At each location z,

the Ly↵ optical depth corresponding to gas at a fixed density with a smooth line-of-sight

gradient, dv/dx, in velocity (including the Hubble contribution) is given by

⌧Ly↵(z) = 1.3�b

⇣
xHI

10�5

⌘✓
1 + z

4

◆3/2 ✓
dv/dx

H(z)/(1 + z)

◆�1

, (1)

where the optical depth is related to the absorption probability via P = exp(�⌧Ly↵).
1

Here, �b is the baryonic density in units of the cosmic mean, and xHI is the fraction of

hydrogen that is neutral. Similarly, there are Ly�, Ly�, Ly�, etc. H i absorption forests,

corresponding to absorption into a progressively higher-n Rydberg state. With increasing

n, the associated forest spans a progressively shorter path length (and falls on top of lower

redshift, smaller-n forests) and is less absorbed (owing to smaller oscillator strengths).

Equation (1) shows that the Ly↵ forest is sensitive to xHI ⇠ 10�5 at z = 3, which

translates to astonishingly low H i number densities of nHI ⇠ 10�10 cm�3. It turns out

that over much of cosmic time such number densities occur in the low-density IGM (as a

apparent from the spectra in Fig. 2). In the post-reionization IGM, xHI is physically set by

the balance between photoionization and recombination and is given by

xHI =
↵A ne

�
, (2)

1The approximation of setting dv/dx = H(z)/(1+ z) in equation (1), known as the “fluctuating
Gunn-Peterson approximation”, is relatively accurate and allows one to calculate the absorption
from just density skewers, ignoring peculiar velocities (Weinberg et al. 1997).

www.annualreviews.org • intergalactic medium 7

The mean flux of the Lyα forest is evolving with redshift 
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7000 7500 8000 8500 9000 9500

Wavelength (Å)
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Å

�

SDSSJ1250+3130 zem = 6.137

7400 7600 7800 8000 8200 8400

Wavelength (Å)
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Figure 1. Spectrum, continuum fits and dark gap detection details of the zem = 6.137 quasar SDSS J1250+3130. Top: QSO
spectrum and continuum fits. The light blue and dark red lines represents flux and flux error in the original binning. Dashed
red and blue curves are the best-fitting QSO continuum based on PCA. Bottom: Ly↵ forest and dark gaps detected. The
dashed black line labels the flux threshold of 0.05. The thick black line displays the flux binned to 1 h�1 Mpc. Light blue and
dark red lines show the flux and flux error in the original binning. Dark gaps detected are shaded with gray. We also label the
redshift range and length of each long dark gap (L � 30 h�1 Mpc), if any.
(The complete figure set (55 images) is available in the online journal. For this preprint, online materials are available at
https://ydzhuastro.github.io/Zhu21.html.)

side predictions are shown in Figure Set 1 along with the
QSO spectra. We also verify that our dark gap statis-
tics results do not significant change if we use power-law
continua (see Appendix C), which have a typical bias of
⇠10% over the Ly↵ forest (Bosman et al. 2021b).

3. DARK GAP STATISTICS
3.1. Method

We define a dark gap to be a continuous spectral re-
gion in which all pixels binned to 1 h�1

Mpc have an
observed normalized flux F = Fobs/Fc < 0.05, where
Fobs is the observed flux and Fc is the continuum flux.
The minimum length of a dark gap is 1 h�1

Mpc. We ap-
ply this definition when searching for dark gaps in both
the real data and the mock spectra. The bin size and
flux threshold were chosen to enable a uniform analysis
over our large sample of spectra. A bin size of 1 h�1

Mpc

(corresponding to a velocity interval of �v ' 150 km s
�1

at z = 5.6) provides a convenient scale that preserves
most of the structure of the Ly↵ forest. The choice of
the flux threshold Ft is mainly restricted by the qual-
ity of the data. Our choice of Ft = 0.05 corresponds to

non-detection of transmission lower than approximately
twice the binned flux error (2�) in the spectrum with the
lowest S/N in our sample. Using such a threshold, all
dark gaps longer than 30 h�1

Mpc have ⌧e↵ > 4. 2 We
have tested that using 0.1 or 0.025 for the flux threshold
does not change our conclusions fundamentally when ap-
plying the same criteria to both the observed and mock
spectra. Setting Ft = 0.1 tends to yield dark gaps that
are less opaque, while setting Ft = 0.025 would decrease
the number of usable QSO sightlines from 55 to 37.

In order to avoid the QSO proximity region, we iden-
tify dark gaps in the Ly↵ forest starting from 7 proper
Mpc (pMpc) blueward from the QSO, which is close to
the size of the largest proximity zones of bright QSOs
at these redshifts (Eilers et al. 2017, 2020). On the
blue end, we limit our search to greater than 1041 Å

2 Throughout this paper, ⌧e↵ of a dark gap is calculated based
on flux averaged along the full length of the gap rather than
over windows of a fixed length. Most low ⌧e↵ values for short
dark gaps are caused by skyline subtraction or telluric correction
residuals.

What if every dark gap was an island of neutral gas? 
Conservative, since Lyα forest saturates at xHI ~ 10-5

Zhu+21
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see also: Mesinger 01, McGreer+11,15, Zhu+22

Redshift evolution of the IGM neutral fraction
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At the same redshift, the Lyα forest looks very different 
along different sightlines
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Figure 4. Mean Ly-U flux measured along 67 quasar sightlines at 4.9 < I < 6.2, measured in consecutive 50 cMpc/h bins along each sightline (black).
Non-detections are shown with upwards pointing triangles. The mean fluxes measured in intervals of �I = 0.1 are shown with red points. Uncertainties
correspond to the 16th and 84th percentile contours of a bootstrap resampling in each redshift interval. Non-detections are shown at the 2f limit. The observed
scatter between sightlines increases drastically above I & 5.4.

(2018), Meyer et al. (2019a) and Becker et al. (2019). We supple-
mented the literature where necessary by conducting our own
metal search, following closely the standard procedure described
in Bosman et al. (2017). Pairs of absorption lines corresponding
to the same ion or frequently co-occurring ions (C IV, Mg II,
Fe II, O I+C II) are searched for automatically before being con-
firmed manually. Due to the high SNR of the X-Shooter spectra,
we expect to be > 90% complete to absorption corresponding to
log #Mg II/cm�2 & 13. The metal identification in the ESI spec-
tra similarly relies on literature studies which employed infrared
spectra of the objects.

We adopt the following criteria: we mask the central�E = 3000
km s�1 for systems with metal column densities log #C II/cm�2 >
13, log #O I/cm�2 > 13, or log #Si II/cm�2 > 12.5, mea-
sured through the _ = 1334.53Å, 1302.16Å, and 1526Å transi-
tions, respectively. When none of these ions are accessible, we
also exclude the central �E = 3000 km s�1 for systems with
log #Mg II/cm�2 > 13 based on the high rates of co-occurrence
of the Mg II 2796.35, 2803.53Å doublet (Cooper et al. 2019). We
exclude a larger window of �E = 5000 km s�1 around intervening
systems with log #O I, C II, Si II, Mg II > 14 cm�2 due to the likely
presence of extended damping wings.

We do not exclude systems based on the presence of highly-
ionised ions alone (e.g. C IV, Si IV) since the corresponding gas
is likely highly ionised (Cooper et al. 2019). Finally, we exclude
�E = 5000 km s�1 around the suspected location of strong O VI as-
sociated absorption (from systems detected from strong associated
C IV absorption), which overlaps with the Ly-U forest in quasars
J1411+1217 and J1623+3112.

4 RESULTS

Figure 4 shows the mean Ly-U transmission measured in intervals
of 50 cMpc/h. The average transmission evolves smoothly over
5 < I < 6, but an increase in scatter between measurements at
equal redshift becomes clear at I � 5.4. By I = 5.6, the sampling
of the distribution is visibly limited. The number of fully opaque
Gunn-Peterson troughs with non-detections (2f) at g > 6 increases
sharply, with the first occurrence found at I ⇠ 5.6.

4.1 Mean transmission across 4.8 < I < 6.2

We calculate the mean transmission in bins of �I = 0.1 and give
the results in Table 4. We do not weight the measurement: all pixels
corresponding to Ly-U transmission inside a given redshift interval
contribute equally (after the masking of bad regions as described
above). The uncertainties are calculated via bootstrap re-sampling
in each redshift bin. We quote the 16% and 84% percentiles of
the bootstrap results. The observational uncertainties, taking into
account only uncertainties in individual measurements, are a factor
5 � 10 smaller than the bootstrap uncertainties at all redshifts. The
uncertainties are therefore dominated by the intrinsic width of the
Ly-U transmission distribution. The mean Ly-U transmission over
the range 4.8 < I < 5.7 is empirically well-described by a linear
decline of the form:

�!H�U (1 + I) = 0 ⇥ (1 + I) + 1. (2)

We fit this functional form to our observations using least-squares re-
gression, and obtain best-fitting parameters 0 = �0.191, 1 = 1.307.
Both parameters are constrained to better than 0.1%. We show the
resulting curve in Figure 5. An empirical parametric description
of e�ective Ly-U optical depth evolution with redshift, used for
instance by Becker et al. (2013), is an power-law function with a
constant o�set of the form:

ge� (1 + I) = g0

✓
1 + I

1 + I0

◆
V

+ ⇠ . (3)

Setting I0 = 4.8, we run a least-squares regression and find best-fit
parameters g0 = 0.30 ± 0.08, V = 13.7 ± 1.5 and ⇠ = 1.35 ± 0.12.
We fit this form to the mean optical depth over 4.8 < I < 5.9
and show the resulting best-fit model in Figure 6. We sample the
covariance matrix of the three parameters and calculate the upper
and lower envelopes encompassing 68% of the variance about the
best fit, which are shown by the orange shaded region. The evolution
of ge� with redshift is much steeper at I > 4.8 than over 2 < I < 5,
where Becker et al. (2013) found a best-fit V = 2.90.

Our measurements are in fair agreement with past literature,
as shown in Figure 5. The quasars used in this work have consid-
erable overlap (⇠ 30 � 50%) with the ones employed by Becker
et al. (2015); Eilers et al. (2018); Bosman et al. (2018) and Yang

MNRAS 000, 1–22 (2021)
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hF i = exp(�⌧e↵)

nHI /
↵(T )nenHII

�HI

/ T�0.7�2

�HI
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⌧ / nHI

measured in 50 Mpc/h 
segments

This can be quantified by measuring the evolution of the 
mean flux of the Lyα forest with redshift



Ly-U optical depth with XQR-30 13

Figure 12. Same as Figure 11 but for the Nyx simulation (blue). The Nyx model is a great fit to observations at I  5.2, is in mild tension with data at I = 5.3
(2.5f) and excluded at < 3.5f at I � 5.4.

side; we prefer those boxes over the lower-resolution 80 cMpc/h
runs of Sherwood since they resolve the Ly-U transmission and thus
provide a closer comparison to the Nyx simulation. Snapshots were
taken every �I = 0.1 from I = 5.0 to I = 6.0. We draw 5000 lines
of sight through the simulation box with lengths corresponding to
�I = 0.1 at each redshift.

Nyx is an Eulerian grid cosmological hydrodynamical simu-
lation code which is optimized for simulations of the LyU forest
(Luki∆ et al. 2015). We use the Nyx simulation described in Davies
et al. (2018a), 100 cMpc/h on a side with 40963 dark matter parti-
cles and 40963 baryon grid cells, su�cient box size and resolution
for converged LyU forest statistics at I . 6 (Oñorbe et al. 2017).
Snapshots at I = 5.0, 5.5, and 6.0 were used to simulate the LyU

forest at I = 5.0–5.2, 5.3–5.7, and 5.8, respectively. At redshifts
not equal to the snapshot redshift, we re-scaled the physical gas
densities by (1 + I)3 to account for cosmological expansion, e�ec-
tively ignoring the impact of structure formation over these intervals
of cosmic time. We draw 40000 lines of sight through each snap-
shot starting from random positions within the volume towards a
random direction along the grid axes. While the simulation was
originally run with the Haardt & Madau (2012) UVB for heating
and cooling rates, here we initially construct LyU forest skewers as-
suming a fixed photo-ionisation rate �HI = 10�12.1 s�1 comparable
to observational estimates at I ⇠ 5 (Becker & Bolton 2013).

We post-process sightlines drawn from simulations in the fol-
lowing way. First, we shorten sightlines to the length corresponding

MNRAS 000, 1–22 (2021)

Bosman+22

Some of the scatter can be explained by the density field, but this is 
not enough to explain the distribution towards higher redshift
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Nyx is an Eulerian grid cosmological hydrodynamical simu-
lation code which is optimized for simulations of the LyU forest
(Luki∆ et al. 2015). We use the Nyx simulation described in Davies
et al. (2018a), 100 cMpc/h on a side with 40963 dark matter parti-
cles and 40963 baryon grid cells, su�cient box size and resolution
for converged LyU forest statistics at I . 6 (Oñorbe et al. 2017).
Snapshots at I = 5.0, 5.5, and 6.0 were used to simulate the LyU

forest at I = 5.0–5.2, 5.3–5.7, and 5.8, respectively. At redshifts
not equal to the snapshot redshift, we re-scaled the physical gas
densities by (1 + I)3 to account for cosmological expansion, e�ec-
tively ignoring the impact of structure formation over these intervals
of cosmic time. We draw 40000 lines of sight through each snap-
shot starting from random positions within the volume towards a
random direction along the grid axes. While the simulation was
originally run with the Haardt & Madau (2012) UVB for heating
and cooling rates, here we initially construct LyU forest skewers as-
suming a fixed photo-ionisation rate �HI = 10�12.1 s�1 comparable
to observational estimates at I ⇠ 5 (Becker & Bolton 2013).

We post-process sightlines drawn from simulations in the fol-
lowing way. First, we shorten sightlines to the length corresponding

MNRAS 000, 1–22 (2021)
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Some of the scatter can be explained by the density field, but this is 
not enough to explain the distribution towards higher redshift



Ly-U opacity with XQR-30 13

Figure 11. Summary of the likelihood analysis comparing the observed dis-
tributions of opacity to the Sherwood (orange) and Nyx (blue) simulations.
By including forward-modelling of all known uncertainties, both models
provide an excellent to the data at I  5.2 but are in strong tension at
I � 5.4.

5.2 Results

Figures 9 and 10 show the results of the likelihood analysis for the
Sherwood and Nyx simulations, respectively. The data likelihood
falls within ±1f expectations at 5.0  I  5.2 for both Sherwood
and Nyx. Forward-modelling introduces some opacity scatter due to
uncertainties, most visible at I = 5.0. The extra scatter is expected,
and provides a better fit to observations: e.g. at I = 5.1 and I =
5.2 in Sherwood, the post-processed elongated distribution (red
line) provides a better fit to the data than the model without post-
processing (green line). The excellent agreement with models at
I  5.2 implies that the intrinsic physics within the simulations
combined with our known observational uncertainties account for
all the variance observed in the data. A homogeneous UVB acting
on density fluctuations is therefore a su�cient description of Ly-U
transmission up to I = 5.2.

Conversely, the Ly-U transmission scatter observed at I � 5.4
is in excess of model predictions at > 3.5f in both models. Since we
sampled 5000 sightlines from the Sherwood simulation, we are lim-
ited in determining the nature of outliers to the . 1/5000 ' 3.5f
level. The 40000 sightlines from the Nyx simulation enable us to
push the analysis to . 1/40000 ' 4f outliers. We find that the
post-processed Sherwood simulations fail to match the observa-
tions at the saturation level (3.5f) at all redshifts I � 5.4. Nyx
similarly fails to match observations at the corresponding 4f level
at I � 5.4. In both models, the rescaling factor which maximises
the likelihood of observations results in mean simulation fluxes in
close agreement with observed values (within 1f of the values in
Table 4.1) at I  5.3; but the mean fluxes are in disagreement
at I � 5.4 where the ‘most likely’ mean fluxes are closer to the
median (Figs 9, 10). As expected, matching the median transmis-
sion increases the likelihood of a extended distribution since both
extremely opaque and extremely transmissive sightlines then have
reasonable probabilities.

5.2.1 Tension at I = 5.3

The Nyx simulations transition from providing good fits to the data
to > 4f tension at I = 5.3, where simulated datasets are in 1.5f
tension with observations. To explore this tension, we compare the
Sherwood simulations at I = 5.2 and at I = 5.4 to the observed
distribution at I = 5.3 under the assumption that the density field
does not evolve significantly across �I = 0.1, i.e. we extrapolate
the Sherwood snapshots to I = 5.3 in the same way that we treat
the Nyx simulation. We show the results in Appendix A. From
the I = 5.2 Sherwood box, we find an optimal rescaling factor of
� = 0.645 and ? = 0.612%, corresponding to a 2.40f tension.
Similarly using the I = 5.4 Sherwood simulation box, we obtain
an optimal rescaling factor � = 0.490 for a probability of the
observed dataset of ? = 0.570%, or a 2.53f tension. Both rescaled
versions of Sherwood are therefore in comparable tension with the
data as the Nyx simulations. We conclude that extra Ly-U opacity
scatter is present in the observations, and its magnitude is in excess
of di�erences between simulations due to box size and di�erent
choices of UVB models. However, the tension is mild and we cannot
completely rule out either homogeneous UVB model.

5.2.2 Tension at I = 5.4

Redshift I = 5.4 is the lowest redshift at which the observed distri-
bution of opacities is in strong tension with both models (> 3.5/4f).
To evaluate the robustness of the result, we test whether the tension
is driven primarily by the most opaque sightlines at I = 5.4 or by
the extended shape of the entire distribution. We arbitrarily remove
the most opaque 3 sightlines, which have observed g > 4 – corre-
sponding to 5% of the sample. While none of them show signs of
foreground absorption by DLAs in the form of intervening metal ab-
sorbers, some DLAs at I > 5 may be particularly metal-poor. Even
though we find no evidence for such metal-poor DLAs in the other
redshift bins, unlucky alignment cannot be completely excluded.

However, even after arbitrarily removing the most opaque 3
sightlines from the distribution, the observations are in tension with
the Sherwood I = 5.4 box at 3.43f (? = 0.0305% with � = 0.58). A
similar result is obtained with Nyx, where omitting the most opaque
sightlines still results in tension at 3.68f. We show the correspond-
ing likelihood distributions in Appendix B. We therefore conclude
that the whole extended shape of the distribution, and not just a few
sightlines, is driving the disagreement between homogeneous UVB
models and observations at I = 5.4.

5.3 Discussion

Figure 11 summarises the results of the likelihood analysis. Both
homogeneous-UVB simulations, Sherwood and Nyx, provide an
excellent fit to observations at I  5.2. Post-processing the simula-
tions slightly broadens the predicted distribution of opacities in this
regime, bringing predictions in agreement with the data. There is
no evidence that any extra sources of fluctuations are necessary at
I  5.2, such as, for example, a varying thermal state of the IGM.
In particular, the Sherwood simulation successfully matches Ly-U
opacity over 2  I  5.2 without any such modifications (Bolton
et al. 2017). The tension observed at I � 5.4 is therefore highly
significant, and marks the breakdown of one or more simplifying
assumptions in the post-reionisation high-I IGM.

It is already known that the presence of large opaque troughs
& 100 cMpc/h in length in the Ly-U forest down to I ⇠ 5.6 al-
ready conclusively rules out homogeneous ionisation (Becker et al.

MNRAS 000, 1–17 (2021)

The role of density fluctuations alone can be ruled out at 3.5𝜎 by redshift 5.4

Bosman+22



The increasing scatter in the 
effective optical depth above z = 5.5 

can be driven by large islands of 
neutral gas in the IGM
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Fitting for the evolution of the Lyα forest opacities tightly 
constrains the end of reionization

Gaikwad+23
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Redshift evolution of the IGM neutral fraction
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Table 1. LyV Dark Gaps Used in this Work

No. Quasar Iref
q Iblue Ired !gap

1 ULASJ1319+0950 6.1330vi 5.876 5.903 8
2 PSOJ060+24 6.1793ii 5.833a 5.856 7
3 PSOJ108+08 5.9647ii 5.674 5.751 24
4 SDSSJ0842+1218 6.0763iii 5.784 5.830 14
5 SDSSJ2315-0023 6.124i 5.790 5.883 28
6 SDSSJ2315-0023 6.124i 5.897 5.937b � 12
7 CFHQSJ1509-1749 6.1225iii 5.800 5.863 19
8 CFHQSJ1509-1749 6.1225iii 5.870 5.910 12
9 SDSSJ2054-0005 6.0391vi 5.751 5.790 12
10 SDSSJ0840+5624 5.8441vi 5.585 5.607 7
11 PSOJ340-18 5.999i 5.774 5.810 11
12 PSOJ065-26 6.1877iii 5.954 5.988 10
13 PSOJ007+04 6.0008iii 5.741 5.780 12
14 ULASJ0148+0600 5.9896ii 5.654 5.735 25
15 ULASJ0148+0600 5.9896ii 5.741 5.803 19
16 PSOJ217-16 6.1498iii 5.807 5.873 20
17 PSOJ217-16 6.1498iii 5.920 5.961b � 12
18 J0408-5632 6.0264ii 5.715 5.741 8
19 PSOJ359-06 6.1718iv 5.886 5.917 9
20 PSOJ025-11 5.8414ii 5.526 5.613 28
21 PSOJ025-11 5.8414ii 5.632 5.661 9
22 PSOJ158-14 6.0681iv 5.764 5.836 22
23 PSOJ158-14 6.0681iv 5.843 5.880 11
24 SDSSJ1250+3130 6.137v 5.836 5.870 10

Notes. Columns: (1) Index of dark gaps; (2) quasars used in Zhu et al.
(2021); (3) quasar redshift with reference; (4) redshift at the blue end of the

gap; (5) redshift at the red end of the gap; (6) dark gap length in units of
⌘�1 Mpc. a Dark gap starting at the blue edge of the LyV forest. b Dark gap

ending at the red edge of the LyV forest as defined in Zhu et al. (2022).
Quasar redshift references: i. Becker et al. (2019), ii. S. Bosman et al. (in

prep), iii. Decarli et al. (2018), iv. Eilers et al. (2020), v. Shen et al. (2019),
vi. Wang et al. (2010, 2013).

We have carefully checked these dark gaps to ensure they do
not contain intervening metal absorbers within 3000 km s�1 near
the edge of dark gaps, based on the metal line catalog presented in
Davies et al. (2023a) and through visual inspection. This requirement
rejects the dark gap toward quasar SDSS J0818+1722 spanning I =
5.761�5.794 with ! = 10⌘�1Mpc. This dark gap contains absorption
lines of O �, C ��, Si ��, C ��, etc., near the red edge at I ' 5.79. We
note that, however, including this dark gap produces no substantial
difference in the results. A summary of LyV dark gaps used in this
work is provided in Table 1. Our final sample includes 24 dark gaps,
for which the average redshift at the red and blue edges is I = 5.8.

3 STACKED LYU FOREST

Following ML15, we create a stacked LyU transmission profile by
aligning the spectra based on the redshift at the edges of LyV dark
gaps.2 We firstly bin the continuum-normalized LyU forest to 80
km s�1 intervals, corresponding to ⇠ 0.5⌘�1Mpc at I = 5.8, which
is half of the bin size used by Zhu et al. (2022) when searching
for dark gaps. To remove the redshift evolution in the mean LyU
transmission, we re-normalize the sightlines with a factor equal to the
mean transmission at I = 5.8 divided by the mean transmission at the

2 When aligning the spectra at the redshift corresponding to the blue edge
of LyV dark gaps, we flip the sign of the velocity offset (�E) such that the
velocity offset increases when moving away from the dark gap edges.
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Figure 1. Stacked LyU forest corresponding to the redshift of both edges of
LyV dark gaps (displayed in red). The grey curve represents the fitted damping
wing profile, as described by Equation 1, applied to the upper envelope of the
stacked flux between �E = 0 km s�1 and 1000 km s�1. The individual spectra
used in this stack are shown in blue (sorted by their �E coverage), with the
flux scaled by a factor of 0.005 for display purposes. We have masked regions
that may suffer from sky line subtraction residuals. The letters “r” and “b”
following the quasar name indicate that we are stacking the LyU forest at the
redshift corresponding to the red and blue edges of the LyV gap, respectively.
The stacked LyU transmission profile is comparable with that expected for
neutral islands with ! = 5.34⌘�1Mpc (dashed purple line) in ML15.

redshift of each pixel according to the measurements in Bosman et al.
(2022) with a linear interpolation. The normalization factor is small
and close to 1, ensuring minimal distortion of the data. The stacked
spectrum is then created by taking a mean value of the flux in each
bin. We exclude the quasar proximity zone effect by conservatively
disregarding the LyU forest within 11 proper-Mpc towards the quasar
following Zhu et al. (2022). We also mask pixels that are affected
by sky-line subtraction residuals or telluric absorption correction as
indicated by peaks in the flux error array.

Figure 1 shows the stacking result along with the LyU forest cor-
responding to each individual LyV dark gap. We see an extended
damping wing-like absorption feature redward of the edge of the
dark gaps, with the transmission gradually recovering to the mean
value at a velocity offset of �E ⇠ 1000 km s�1. Notably, such a
damping wing-like feature is not obvious in any of the individual
spectra.3

Following ML15 (see also Miralda-Escudé & Rees 1998; Miralda-
Escudé 1998), the absorption due to the presence of a neutral hydro-
gen island will be extended, with optical depth far from the line center

3 Although strong transmission spikes appear adjacent to the blue edge of
the LyV dark gap toward ULAS J1319+0950, we have tested that excluding
this sightline will not change the damping wing-like profile significantly.
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Absorption redward of Lyman-α in the highest redshift quasars 
points to a significantly neutral IGM
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Redshift evolution of the IGM neutral fraction

Davies+18, Greig+22, Wang+22
see also: Mesinger & Haiman 07, Mortlock+11, Bolton+11, Schroeder+13, Greig+17, Banados+18, Yang+20, 
Durovcikova+24, Greig+24



Euclid may push studies of reionization with QSOs to higher redshifts

Based on Fan+23 
and Barnett+19 



Lyman-α emission from galaxies also constrains the 
progress of reionization

Schenker+14



Redshift evolution of the IGM neutral fraction
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The Lyα forest tightly constrains the end of reionization, but it cannot alone  
tell us whether reionization was rapid or more gradual

Mean flux of Lyα forest CMB optical depth

When did reionization end? What was the mid-point of reionization?

Rapid
Gradual

Rapid
Gradual



Rapid

Gradual

Models look similar up to z ~ 6, but the structure of the ionized regions is 
very different for different midpoints of reionization
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Figure 2. a. The distribution of absolute magnitudes and redshifts of spectroscopically-confirmed galaxies from pre-JWST
candidates (blue dots) and from public JWST data sets (orange squares), showing the power of JWST to detect galaxies beyond
redshift 6. The latter include compilations (Roberts-Borsani et al. 2024) and single targets (Castellano et al. 2024; Carniani
et al. 2024) observed with NIRSpec MSA observations, as well as NIRCam grism (FRESCO and EIGER; (Oesch et al. 2023)
and (Kashino et al. 2023b), respectively). b. The cosmic SFR density over the first billion years (adapted from Figure 17 of
(Harikane et al. 2024), as seen from HST/WFC3 samples (dark circles), compared to JWST/NIRCam estimates (light squares).
A model of constant star formation e�ciency is plotted in grey, for comparison. The model and all literature points are derived
from (Harikane et al. 2024) (and references therein), where the latter are integrated down to MUV = �18 mag.
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JWST is providing a new view of the first half of reionization
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Figure 5. Stacked spectra of our galaxy sample binned into four redshift bins. The dark blue, pale blue, pink, and red solid
lines (shades) represent the stacked spectra (uncertainties) for the redshift bins at hzi =7.12, 7.44, 8.28, and 9.91, respectively.
The wavelength is shifted to the rest frame and the flux is normalized at 1450 Å at which the IGM absorption have negligible
impact on the spectrum. The black vertical dotted line represent the position of the rest-frame 1216 Å. The horizontal solid
line indicates the position of the flux value at zero.

Table 3. Prior Distributions for Fitting Parameters

logM? log(SFRi+1/SFRi) ⌧
5500Å

logU xH i logRb logNH i �v,DLA �v logEW↵,0

(M�) (i = 1, 2, 3, 4, 5) (cMpc) (cm�2) (km s�1) (km s�1) (Å)

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

U(6,11) t(0,0.3,2) U(0,2) U(-6,2) U(0,1) U(-1,3) U(10,23) N(0,300) U(0,100) U(-3,3)

Note— (1): Total stellar mass. (2): Star formation rate ratio for six star formation history bin. (3): Optical depth at
5500 Å for dust attenuation law by Calzetti et al. (2000). (4): Ionization parameter. (5): Neutral hydrogen fraction. (6):
Ionized bubble radius. (7): Neutral hydrogen column density for CGM. (8): Velocity o↵set for CGM relative to galaxy
systemic redshift. (9): Velocity dispersion for CGM. (10): Intrinsic Ly↵ equivalent width.
N(µ, �) is a normal distribution with mean µ and variance �2. U(a, b) is a uniform distribution between a and b. t(µ,
�, ⌫) is a student’s t distribution with mean µ, scale factor �, and degree of freedom ⌫.

with line spread function of PRISM provided by STScI
to account for the instrumental broadening. 2

We use a SED fitting code based on prospector

(Johnson et al. 2021) to generate model galaxy spectra
with various stellar population and nebular properties.
We use the Binary Population and Spectral Synthesis
(BPASS; Eldridge et al. 2017) model as an isochrone li-
brary. We allow di↵erent non-parametric star formation

2 https://jwst-docs.stsci.edu/jwst-near-infrared-spectrograph/
nirspec-instrumentation/nirspec-dispersers-and-filters

history (SFH), stellar mass (M?), ionization parameter
(logU), and dust attenuation. We adopt the star for-
mation history in the same manner as Harikane et al.
(2023). We also allow di↵erent stellar mass in the range
of 6 < M? < 11, which fully covers the mass range of
z > 7 galaxies estimated in Nakajima et al. (2023) and
Harikane et al. (2023). For the dust attenuation, we ap-
ply the attenuation law by Calzetti et al. (2000) and use
an optical depth at 5500 Å as a free parameter. We also
include nebular emission continuum and lines, but we
treat Ly↵ emission line separately as we describe later
in this section. We fix stellar/nebular metallicity to 10%

Damping wings are now visible in galaxies at z > 9

Umeda+23
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Figure 5. The fitting results of the stacked spectra for #1, #2, #3, and #4 bin spectra from the top to the bottom panels,
respectively. (Left): The black line and the bars are the stacked spectrum and its errors, respectively. The red lines and red
ranges correspond to the best-fit model and its uncertainties, respectively. The fluxes F� of spectra are normalized in arbitrary
units (a.u.). (Right): The corner plot of the sampled xH i and Rb. Three shaded regions with di↵erent darkness in the bottom
left panel correspond to the 1, 2, and 3� regions of the sampled 2-D probability distribution functions (PDF) from the darkest to
the faintest, respectively. The other panels show the marginalized 1-D PDFs of each free parameter. The dotted lines correspond
to the marginalized 16-, 50-(i.e., median), and 84-th percentiles, respectively.

Umeda+23

By applying a damping wing model to a template for the intrinsic galaxy 
spectrum, best fitting reionization parameters can be estimated

Stack of 7 observed spectra

Best fit model

Intrinsic spectrum



Stronger intrinsic Lyα emission results in more transmission below 1216 Å, 
mimicking the effect of large bubble sizes

Weaker 
intrinsic Lyα 

emission

Stronger 
intrinsic Lyα 

emission

Simulated IGM + intrinsic spectrum

Stacked 
observed spectra



The other complication is strong HI absorption within the host 
galaxy, which also produces a damping wing

Figure 1: JWST/NIRSpec spectroscopic data. Main panels show the reduced and
photometrically-calibrated NIRSpec/prism 1D spectra covering 1µm to 5.2µm (black) and the
associated 1� error spectrum (grey). The galaxy ID and spectroscopic redshifts from the identi-
fied emission lines are stated in the top left. The MACS0647-JD spectrum has been demagnified
assuming µ = 8± 1 (15). In the insets are shown the spectral regions covering the Ly↵ transi-
tion, with models overplotted showing varying neutral IGM H I fractions, xH I = [0.1, 0.5, 1.0]
(blue) and the best-fit model with an additional DLA feature (red). An extremely strong DLA,
log(NH I/cm2) > 22.0, is detected in all cases.
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